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1 ABSTRACT

Agricultural enterprise s across the UK frequently face im portant environmental management
decisionswhich will have an impact of their businesses. With regard to the management of
pests and diseases, growers aim to adopt a holistic approach to factors which they can
control (e.g., seed sources, previous season resdue disposal) with those they cannot —
mainly related to the weather. As development and severity of attack by crop pestsis
closely related to weather conditions, management decisons can be guided or improved if
timely and relevant weather infomation is available to growers. Existing monitoring
networks across the UK were not developed to service agri-environment needs but to help
make long range weather forecasts Their data quality can be inconsistent, their locations
skewed towards airfields the coast and hill tops and they don’t usually record parameters
which are vital for pathogen development, such as leaf wetness duration. In order to
investigate how the dtuation could be improved this project was commissioned with the aim
to use data from those existing networks and spatial interpolation to provide more localised
weather parameters. A world wide web based delivery system which would enable
interested partiesto access data relevant to them in near real time and at reasonable cost
was al so developed.

A mixture of daily and hourly weather observations of temperature (air and soil), rainfall,
wind speed, wind direction, sunshine hours, incident solar radiation and relative humidity
during the period 1998 to 2002 were acquired from the UK Met. Office. Thes data were
supplemented in 2002 with observations from a network of roadside weather stations
operated by Vaisala Group. The number of obsrving stations recording each parameter
ranged from as few as 30 for solar radiation to over 3000 for daily rminfall. After discarding
stations with inoomplete records or those that reported rtrospectively, the number of
stations available to interpolate each parameter was usually less than 250. Different
methods of spatial interpolation were employed to produce ocontinuous surfaces of the
parameters depending which gave the most consstent result. The resolution of the output
surfaces depended on the nature of the parameter interpolated and the density of the
network used but was usually a grid of either 2km or 5km squares.

Surveys of end users carried out during an early stage of the pmjed revealed that job type
and crop sector had an influence on which weather parameters were perceived asthe most
important Rainfall, temperatures and wind speed were regarded generally as the most
useful while leaf wetness, sunshine hours and wind direction were of lesser concem.
Forecasts of weather conditions were seen as being more useful than historical data which
would have more of a mle within Dedsion Support Systems (DSSs). Daily records were
prefered to hoully and the favourite delivery method was either email or ssme web based
interface.

To produce a delivery system that appearstransparent to cusomersthe vaious parts of the
InterMet project mug be integrated using a wide variety of physical computers, software
applications, linkng scilipts and network storage/transfer components A web site was
developed which allowed a user to select an interpolated parameter (temperature, relative
humidty, forecading model etc.) and display an interactive map which could be zoomed in
orout. Daily and/or hourly data could also be displayed for any weather station appearing
within the current view of the map. As the map is zoomed the amount background detail
changes to allowthe user to orientate them selve s with features that are increasingly local.

Asa final step, a business plan was developed that would enable InteiMet to mowe fom a
demonstrable concept to a publicly available product albeit on a non-profit basis.



1.2 PROJECT SUMMARY

A BRITISH FRAMEWORK TO DELIVER AGRO-METEOROLOGICAL DATA

A number of agricultural decision support system (DSS) are presently being developed in
Britain and else where, which aim to provide more accurate predictions of risks and therefore
assist farmers and growers with control adions. The intention is to provide both economic
and environmental benefit, within a move towards more sudainable agriculture. However,
many operational decisions in agriculture are still often based on data from a few remote
point samples. Additionally, in the still rare cases where continuous surfaces of weather
data are used in decision making the resolution of such surfaces remains crude. This
suggeststhat there is considerable scope to use methods of geographical analysis to derive
more comprehensive and locally reliable edimates of agro-meteorological parameters.

At present, weather related inputs for use in agricultural dedsion support system smay be
obtained in three main forms. Firslly, point data such asthat available from govemmental,
primarily synoptic, networks. Secondly, suich data may have been pre-processed to form
gridded aurfaces for example the UK MORECS data of 10-daily rainfall and evapo-
transpiration observations at 40 km resolution. Thirdly, farmers, advisors and researchers
may use on-farm or local co-operative s£nsor data to drive their agricultural models.

Even where agmo-meteorological data are available from external bodies at appropriate
temporal and geographical scales, a number of further issues arise relating to their imely
communication, updating and maintenance.

Firstly, in Britain there isno single place where spatially referenced meteorological data are
considently oollated and updated. The overhead of having to receive data from multipe
sources and dealing with how to merge thes data into a consistent data set is likely to
create a significant barrier to the use of didributed spatial data within decision support
systems. Seoondly, data needsto be communicated in atimely manner so it isavailable for
the current day'sdedsion making. The use of telemetricsfor distributing point we ather data
foragricultural/horticultural modelling purposesis particularly well developed in Scandinavia,
illustrating the potential for official meteomlogical omganisations. Centralised networks of
commercial s£nsors are al common. In the majority of those cases however raw data is
communicated with minmd pre-processing, by fax or e-mail. While these senices are
valuable, it is preferable for designers of decison suppoit systems to hide the details
surrounding the provision of such model input data from their users if the systems are fo
become an efficient tool within the workplace. Services that explicitly taget the users of
agricultural DS S, and that provide data in formats for automatic downloading to and updating
ofusers’ systems are therefore required. Senices over the World Wide Web are increasing
and are a potential solution.

It is possible in principle to use advances in geographical infomation sysems (GIS) and
sophi dicated methods of spatial interpolation to gain improvementsin the acauracy and fo
some degree the resolution with which the main agro-meteorological variables can be
produced in gridded format required for DSS. The degree of improvement achievable will be
dependent firstly on the inherent spatial varnability of the meteorological variables
themselves (that will constrain the ability of even sophisticated interpolation techniques) and
secondly and most importantly, upon the time taken for the network of recording stations to
provide a collated, quality contmlled and aufficient set of point data for gridding. It isals
evident that the present UK synoptic network is not adequate for providing the required
volume of agro-meteorological data, in a time fame of 1-2 days, which is necessary for
imm ediate decision supportacross the entire copped area of Britain.

Based on the preceding review a framework of methodsis advanced, which will allow agro-
meteorological data to be collated and delivered swiftly to agricultural modelsand DSS. The
framework envisons the co-operative use of spatial databases; methods of gatial
interpolation that can be guided using further GIS data sets; a linked suite of biological
models of pest development and web mapping to serve the resultant gridded maps of risk
rapidly usng the intemet.



The framework proposed for collating and didributing agro-climatic data is aimed at
supporting the monitoring of meso- rather than mico-scale climatic processes and their
effects on agiiculture and horticulture.

Currently, agricultural decison support systems both in Britain and elsewhere are largely
sited on on-farm personal computers or those of advisors. For the agiicultural advisor
running phenological models for a number of locations on behalf of growers, the supply of
standard agro-meteorological vaiables without the difficulty of oollecting, merging,
fomatting, and error checking data, islikely to be the mod cost-effe ctive meansof obtaining
the inputs required by the next generation of agricultural DSS. The framework will allow
sequen ces of interpolated meteorological results overtime to be produced at given points for
transmisson to users. Locally relevant gridded data from appropriately merged networks
would also provide a unifom base upon which dedsions may be made nationwide. By
awiding the cod overhead of complex sensors, the use of dedsion support systems
becomesmore viable to small and larger enterpri ses alike.

INTERP OLATION OF METEOROLOGICAL VARIABLES

Temperature

A comprehensive set of continuous topographic and land cover related variables were
examined to te st their suitability for guiding the interp olation of daily maximum and minimum
temperatures over England and Wales for an entire annual cyde to a resolution of 1 km.
The work draws on and updates historical topoclimatic moddling though use of digital
elevation data and land cowver data, usng the modelling capabilities of GIS. Once variables
were included to guide the intepolators, diffeences in estimation accuracy between partial
thin plate splines, ordinary kiging and inverse distance weighting results were not
significant, although the performance of trend surface analyss was poorer. Best accuracies
were achieved using partial thin plate splines, with jack-knife cross-validation root mean
square (RMS) errorsforan annual series of daily maximum tem peratures of 0.8 °Cand 1.14

°Cfordaily minimum tempemtures.

Precipitation

The relative accuracy of interpolating predpitation amount using a sries of different partial
thin-plate splines, which hawe previoudy produced accurate estimates for monthly
precipitation totals in aras of variable relief, were compared. The approach adopted is
primarily interpolative, usng rain-gauge data as the main data source. Two ways to improve
the accuracy of daily edimates nationwide are to incorporate, within the exising network,
additional rain-gauges that report rmpidly in areas of interest, orto use more sophi sticated
methods to intepolate the rainfall field between the existing stations. When interpolating
from point observations for example, ssme methods allow additional collateral data sets to
be induded, such asknown variationsin the surface topography and elevation.

A data set of one month’s daily rainfall observationsfrom England and Wales wasused to
explore the accuracy of different spline interpolationsfor estimating daily predpitation at a
resolution of 5 km. For a relatively dense network of 820 rain-gauges a 2-D pattial thin-plate
spline on (xy) with elevation as a single linear covarate robustly estimated daily
precipitation across England and Wales with an RM SE averaged over all stations and dates
of ~19 mm. The models were considered unreliable for up to 4 daysin the month. Fora
sparser network of 110 points, the RMSE was~2.3 mm and models were unreliable on up fo
7 daysin the month.

Relative Humidity (RH)

The daily mean RH was estimated usng only those stations that had at least 12 houry
readings during each day. Thisnumber was usually around 170 during 1998 and 1999 but
inceased to almost 250 from during 2000 onwards. There was not a large difference
between any of the intempolation methods used. Five different variants of spline interpolation
were tested but the tendon spline always produced the lowest RMS. The advantage of the
spline method is that there is no requirement to fit a model function to an experimental



variogram which is the cormerstone of all kriging techniques. Vaiograms for mean daily RH
were spedficforthe daythat they were fitted and predictive performance for other days was
poor. This was expected because RH is dependent on other weather factors, especially
temperature. Asa consequence, an InterMet service will need tofit unique variograms each
day to produce an RH surface.

Wind

Air movements affed the development of plant dissase epidemics by transporting pathogen
inoculum and vectors between locations. And can similarly affect dispersal of insect pests
and weed species. These effects may operate at a number of scales; from within crop
canopies up to continental levels. Unlilke relative humidity and tem perature, wind speed and
direction are likely to vary hugely over short distances particularly dose to the ground, but
the monitoring network has not been designed to collect readings at such a scale.

Seven interpolation methods for egimating windpeed surfaces were compared, using the
RMS error to judge their accuracy and precison as before. The minimum and maxmum
wind speeds predicted by the methods was also used to check how well the different
methods maintained the range of the input data. The RM S errors showed som e variation but
all methods produced a result of less than 4 knots but the maximum and minimum
edimation was more variable. The cokriging method (again using elevation as the
covariate) resulted in the lowe st overall error.

Unlike simple wind speed, the diredion from which the wind blows has two components i.e.,
orientation and drength, making it a vector rather than scalar quantity. As direction should
be biased in favour of stronger winds an appmach was developed to decompose the
direction and simultaneous speed measurementsinto separate Cartesian components— an

x and a ydirection. Each component was interpolated separately by the usual methods and
then recombined.

Solar Radiation and Suns hine Hours

Far fewer weather stations (36) monitor global solar radiation (GSR) than other weather
variables, such as rainfall or air temperature, mainly due to the high cost of the required
equipment. Sunshine recorders are more common than radiation monitors (180), s an
attempt was made to relate hours of sunshine to GSR using multiple regression. Sunshine
hours alone were only wealy rlated to the GSR recorded at the same site. However, the
precison of the relationship was improved to an R of 93% by accounting for other factors,
specifically; gation latitude, calculated day length and the proportion of each day that the
sun shone.

INTERP OLATION OF SOILMOISTURE AND TEMPERATURE
Sail temperature and moisture are important to crop production via their direct effecs on

plant growth and development, and also indirecly by their effects on pest and pathogen
populations. Generally however, crop managers have at bed crude estimates of sail
conditions Better knowedge of the soil environment is therefore to the aspiration of
predicting crop perform ance more accurately and to the goal of improved crop management.
A sensitivity analyss using a modified version of the Meteorological Office Surface
Exchange System (MOSES) model on 12 contrasting soils and a standard 6-month weather
dataset showed that the model differentiated between all soils (with regard to moigure) and
the differences were statistically significant in all cases. Generally very good correlations
were obtained between the existing UKMO soil temperature probes at Cambome, Watnall
and Rotham ded and the Delta-T probes installed during this project. However, lower layers
at all sitesindicated different relationshipsbetween the two il temperature measurements
when the soil was on a waming curve as opposed to when cooling down. Overall,
predictions of soil temperature were better than thos for soil moisture. The modelling of
topsoil temperature variations is reasonably good and the bimodal distibution of measured
temperatures i s matched, albeit less strongly, in the modelled output. In subsurface layers
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the modelled soil temperature values show a stronger relationship with measured data than
was apparentin the top soil.

Soil temperature and soil moisture predictions from MOSES require further rigorous
validation. In tems of soil moisture, further research questions hawve arisen regarding how
MOSES can be engineered to deal with the broad group of sails suffering at varying degrees
from waterlogging by groundwater. Some form of blocking mechanism will have to be
incorporated into the model for susceptible soils whereby through-flow is stridly limited at
certain times of the year or maybe the blockng mechanism is progressively triggered by
certain levels of antecedent rainfall. This resarch will require further soil moisture
monitoring site s across soil sexhibiting a range of groundwater wetness.

THE USEOFINTERPOLATED VARIABLES IN DECISION SUPPORT

Weather data are a crucial requirement for mog Decison Support Systemsto aid crop
management Most of these have been developed with the expectation of usng local
records from exi ging meteorological networks, or from independent, farm secific recording
stations. The impads from using interpolated data are generally unteded so DS todls, at
three level s of com plexity, were evaluated using interpolated surfacesin comparisontoa run
on data from the neare st weather station.

Predicting Risk From Potato Late Blight

The effect of using interpolated data was tested using two edablished forecasting schemes
forthe diseas, the Smith Period and BLITECAST.

Based onindustry reports during the period 1998 to 2002 a series of maps of the date of first
occurrence of potato late blight were generated. These were subtracted from an identical
map of the date of the first Smith Period using either neare st weather station or interpolated
weather data in each of the five years. The interpolated data showed a tendency to give
later warnings, i.e., they occurred nearer in time to the actual appearance of the disease, but
there was no stati stically significant change.

The BLITECAST scheme was compared using the season long (1 June to 30 September)
total of severity units which are calaulated each day depending on the duration and
temperature of periods of high humidity. A pair of maps for each year were generated, one
based on polygons and the other usng spline interpolation. The area of potatoes within five
severity total size groups (<25, 25 - 50, 50 — 75, 75 — 100, 100 — 125; lower numbers are
lower risk) was calaulated and compared for years 1998 — 2002. Interpolation caused a
statistically significant shift rom the fird seveiity total category (<25 orlowest risk) into the
second category (25 — 50). This meant that the interpolation resulted in more infection
warnings under the BLITECAST scheme and therefore probably more recommendations to
apply fungicides.

Temperature accumulation

Ower the period of one year (1976) the maximum air temperature at a re olution of 1km? was
interpolated by either Thiessen polygons (@assigning the value of each pixel to the nearest
weather station) or partial thin plate splines. Compaiing accuracy by cross validating each
station on each day of the year for all 365 days showed that the sline method prod uced root
mean square erors that were three times less than the Thiessen polygons. The InterMet
technology can also be used to explore the geography of daily agm-meteorological
conditionsfor specific regions. A detailed analysis of degree-day accumulations within the
Vale of York over a year and the rapid changes in topography across an extent of 50 km
leads to a wide range in the degree-days accumulated in different locations. The values
calculated for valley floor locations amount to roughly twice those computed on the nearby
moors For tactical crop management decisions for example about the control of pests,
famers al so need to know how the conditions favouring risk alter from day to day. For the



same area of Yorkshire, differences in the day in the year (Julian Date) at which a certain
number of degree-days have been acaumulated again show a marked geographical
difference in when the se dates occur. The warmer valley floor areas reach a predetermined
thre shold value after about 160 days (early June), whereas some areas up on the moors do
not reach the same thre shold before 190 days (ealy July)

Lodging risk

Previous work has shown that the risk of in wheat cropsis related to four citeria based on
rainfall and wind speed all recorded during June, July and August

Usng the InterMet database of daily rainfall (over 2500 locations across the UK) and wind
speed observations (over 500 UK locations) continuous surfaces at 2Km reslution were
created. As four years were available (1998 — 2001) the results for each criteria were
averaged and normalised so that the final imageshad values close to zero for low lodging

# Rain Criteria

Elo11-02
[Jo21-0.24
J0.25-0.29
[J0.30-0.38
[10.39-0.45

B 0.46-0.52
I 0.53-0.81

Figure 1 — Combined rain criteria for lodging risk. Scale normalised, 0 - 1 is lower to higher risk

riskto nearerone for higherlodging ri sk (Figure 1).

THE DISTANCE BETWEEN FIELDS AND WEATHERSTATIONS

InterMet will deliver access to meteomlogical records; by providing direct measurements
from the recording stations and al®, estimates for unmeasured locations that are
interpolated by reference to the recording network. To examine the distances likely between
unmeasured sites and the nearest recording station, the range of distances between

randomly chosen fields and the nearest weather station were calculated. Field locations



were provided by the 419 samples collected by the annual wheat disease survey of 2000.
The survey stratifies sampling according to the area of wheat within each region, so that the
number of samples with each region depends on the area of wheat grown. The weather
recording network comprised all of the stations supplied for the InteiM et project where daily
rainfall totals were measured from 1 January 1998 to 31 December 2001 at about 2300
stations across England and Wales To oindde with the wheat survey data, only stations
that had a continuous daily record of rainfall between 20 April and 20 June 2000 were used
which revealed that nearly 90% of the surwey locations were within 9 km of a rainfall
monitoring station. Temperature was measured over the same period as rainfall at about
450 stations across England and Wales. Of these about 50 stationshad infrequent records
and more than 230 dations measured the temperature only once a day, only approximately
150 stations had a continuous houry record over the four years. For the pumposes of
calculating distances to the nearest weather station, only those which had at least eight
hourly observations on each day between 1 November and 30 November 2000 were
induded. Nearly half of the sites were within 15 km of the neared recording station and
most were within 30 km.

MODELLING AND INTERPOLATION FRAMEWORK (MIF)
The wider uptake of DSS depends upon the availability of a reliable supply of standard agro-

meteorological variablesthat shields the end users from the difficulty of colecting, merging,
fomatting, and error checking data. The need to provide such model input data, and indeed
spatially referenced model results, is the core taskof InteMet.

The modelling and interpolation framework was developed for InterMet, by the Universty of
Edinburgh Geography Department. This bespoke software capitalissd on exiding code for
modelling and interpolation to make advances in provision of a flexible environment for
developers of decision support tools. Despite the number of time-dependent point-based
agricultural models and a range of intempolation software, a flexible generic integrated
interpolation and modeling environment to provide both sewices has not previously been
available. Examplesexist that demondrate how geospatial technologies are being used fo
construct spatially continuous weather fields but focusng in particular upon the provision of
timely, locally relevant meteorological data to decision support modules, these methods are
rarely coupled within a modelling environment. Prior to the current project many agricultural
modelling tasks were carried out within a loosely coupled environment where the user
provided the interface between multiple packages for data management, interpolation and
modelling. Especially in the case where modelsare run over long periods at a daily time
step, managing the potentially large wolumes of spatial data creates a high overhead and
requires large volumes of disk storage in the case where data are obtainable. Where data
are not obtainable without significant delay, or disk storage space is restriced, the
applications modeller must also both understand and implement the intempolation process
and the final model. Neither option is tenable when conddering interactive agricultural
modelling by client users for day-to-day deci sion support.

The MIF provides ssquences of interpolated meteorological data to point-based models,
runs these models and produces results referenced over time and ace. It has been
designed and implemented around a central framework, which allows the inter-working of
model and interpolation algorithms via compliance with stated interffacng protocols. The
frameworkis structured in a modular way, allowing itscomponentsto be installed only where
and when needed and which offers a route for efficient development and expanson of its
capabilities. Users may interad flexibly with the software as developers, or applied users,
though multiple levels of configurable parameter files. Inthissense, the design of MIF aims
to fadlitate a shift away from usng of stand-alone programs and towards the greater
adoption of interacting modules 0 that multiple consortium members could interact in
software development and its application.



INTERMET SERVICE ARCHTECTURE
The InterMet sydem is made up of a sries of didind modules, each designed to run on a
specific hardware and software platform. The major com ponentsof the InteMet system are:

- Microsoft SQL Server. A full enterprise relational database engine running on
commodity hardware and Windows.

- MIF. Be spoke interpolation software running on Sun Utra Sparc hardware and
Solaris, with the Sun Pro Fortran software.

- ESRI ArcObjects 8.3. GIS object library running on commodity hardware and
Windows.

- ESRI ArcSDE 8.3. GIS databa< interface software running on commodity hardware
and Windows

- Macromedia Coldfusion MX and Apache. Web application and sernver software
running on com modity hardware and Linux.

- ESRI ArclIMS 9. GIS map genemation software running on comm odity hardware and
Windows

In order to optimize performance and reliability of the InterM et system, open standards were
used wherever possible to integrate these modules When feasible, the individual
components and modules were designed to be mn either interactively or automatically to

provide maximum flexiblity.

Overview ofdata flow
The flow of data though the InterMet system can be summarised as two didind stages,
data input and data output.

Data Input:

0 Aprocessng scriptinsets newdatainto the ‘source’ database

o0 Acontrol script extracts appropriate data from the ‘source’ database and executes
MIF with it

o0 Once MIF execution has completed, the control saipt sends the intepolated data to
the GIS Application srver

0 ACOM based program, makng heavy use of the ESR ArcObjects library, e xtrads
the interpolated data from the MIF filesand insrtsit into the ArcSDE geodatabase
‘results

Data Output:
0 AColdfuson web application provide s users with aroute to browse the available
data and to request data of edficinterest
o0 Coaldfusion requests ArcIM S to draw a map containing the specificdata requested by
theuser
0 ArcIMS requeststhe data from the ArcSDE-enabled ‘results’ database
0 ArcIMS receivesthe dataand creates an image of the map
o Coldfusion receives the map image and sendsit back to the user
As implemented users are able to zoom and pan to any area of interest on a map which
digplays the intempolated weather variable of their choice (Figure 2). Weather stations within
the current map boundarie s are highlighted (Figure 3)and data from these can be displayed
asa time seriesover a userdefined period.



Figure 2 — Illustration of inter polated maximum tem perature mapincluding an identified pi xel value
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Figure 3 — Exampl eof weather station map

BUSINESS PLAN FORINTERMET
The InteMet projed has driven to develop technologies to collate, store, enhance by

interpolation and disribute weather data, predominantly for the farming industry. Whilst the
projec¢ has demonstrated proof of concept for the technologies employed, it has
encountered two significant barriersto implementing a commerdal service using the model
envisaged atthe start of the work

1. The availability and uptake of DS tool s has not grown as expected, so a market place
forthe sale of weather data is not yet established. Moreover the industry remains
broadly sceptical of the benefitsof such sygdems.

2. The cost of weather data from existing meteorological networks ismuch greaterthan
could be recouped by a resale srvice, which aimsto add value using the methods
developed forInterMet.



These barriers are likely to prevent the achievement of a sustainable service using
the commercial model envisaged originally for InterMet. In addition, the workhas als
identified a number of otherissues expected to compromise the quality of a service based
on the existing networks:

o Existing meteorological networks were not developed to service agri-environment
needs but to make long range weatherforecasts.

o Manyofthe recording stations within existing networks do not report quick y enough
to service the needs of agri-environment applications, nor do they record all of the
variable sthat are often needed.

o Data quality from existing networks is highly variable (at individual stations and
across sites). The best data tend to come from those sites needed for national
weather forecading and include airfield, coastal and hill top locations However,
the se key stations are generally located away from areasthat are important for more
specific agri-environment applications such as, for example, the development and
implem entation of decison support systems designed to fadlitate more sustainable
agri-environment management practices in arable and othercrops.

An alternative business model has been formulated that aims to address the problems
identified above, so that the technologies and approaches developed for InterMet can be

exploited widely and oost effectively for faming and environmental applications. The
alternative model plans to:

o Establish a selffinancing network of electronic weather obsrving stations
concentrated across the majorarable areas of England and Wales.

o Exploit exiding database and Internet technologies developed by CSL; for
caleding, managing, summarigng and delivering meteomlogical data.

0 Retrieve observations from the network daily by automatic methods, check for errors
and dore data centrally to allow web-based access for ¢akeholders, data providers
and customers.

o Expand the network by inviting third parties with existing weather stations to add
their data in return for free access to processed summaries and/or to the wider
network at reduced cost

o Provide access to the weather data, priced at a level that ensures cost recovery for
maintaining the network Any surplus will be invested in im proving the network.

In order to achieve these goal s the business plan aimsto:

e Deliver a network of weather stations that provide hourly recods of important
variables within 12 hours of oollection with access to raw data and summarised
information as required;

e Provide an opportunity for the agricultural indudry to evolve a large network of
weather stationsthatisoperated on a cooperative principle;

e Use existing infastuctures and technologies, developed by InterMet, to host the
storage and dissemination of the data;

¢ Integrate into the network a database for all meteorological sensors and data-logging
equipment purchased by sponsors of the core network

The proposed business model isinnovative in providing a cost effe ctive, demand-ed route to
edablish a bespoke agii-environment meteorological network for England and Wales. For
UK farming to achieve the objectives of sustainability and practical environmental
management, will require g€rong leadership and commitment to ensuring that affordable
tools are in place to support research, uptake and delivery.
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2. A BRITISH FRAMEWORK TO DEUVER AGRO-METEOROLOGICAL DATA

2.1 OUTLINE

This section reviews the data required to support the next generation of agricultural ded sion
support systems, differentiating between longer-term strategic uses and shorter term uses
for supporting tactical actions. In particular, the complex balance of requirements are
explored for modeling at different spatial and temporal resolutions. The density and
timelinessof the main type sof agro-meteomlogical observations pre ntly available from the
national UKMO station network are examined, in derived as gridded data sets, and from
local on-farm sensor networks. Consideration is also given to variations in the speed with
which different types of observations become available for analysis. Based on thes
observations, a conceptual framework of methods is advanced that should allow agro-
meteorological data to be oollated and delivered swiftly to agricultural models and DSS.
Work towards developing this framework is described in the succeeding sections. An
extended version of this section is available in the publication: Jarvis, Stuart and Hims
(2002) Applied Geography, 22, 157-174.

2.2 INTRODUCTION

A number of agricultural decision support system (DSS) are presently being developed in
Biitain (e.g. DESSAC, now rebranded ArableDS (Brooks, 1998) MORPH (Walton, 1998)),
and elsewhere, which aim to provide more accurate predictions of risks and therefore assist
famers and growers with control actions. The intention is to provide both economic and
environmental benefit, within a move towards more sustainable agriculture. However, both
the uptake and the success of such systems has been disappointing (Way & van Emden,
2000). Parker & Campion (1997) obsewve that one of the main reasons for agricultural DSS
to fail is ‘the use of inputs that the grower cannot easily provide’. Many operational decisions
in agiiculture are till often based on data from a few remote point samples (e.g. Barrie,
Jonson & Gordon, 2000; Parker & Tumer, 1996). Additionally, in the still rare cases where
continuous surfacesof weatherdataare usedin decison making, for example within Danish
Pl@ntinfo system (Jensen, Thysen, Boll, Hansen, Secher & Juhl, 1997), the resolution of
such surfaces remains aude. This suggests that there is consgderable soope to use methods
of geographical analysis to derive more comprehensive and locally reliable estimates of
agro-meteorological param eters.

2.3 DATA REQUREMENTS FOR AGRICULTURAL AND HORTICULTURAL MODELS
The range of models used within the agricultural/horticultural arena is boad. Table 2.1 ligs

the probable longertem requirements of fully integrated agricultural decision support
systems involving both air and edaphic environments This suggests that agricultural DSS
will require the incorporation of variables not commonly provided by mgor data providers or
by many on-farm sensors, such as relative humidity orleaf wetness.

As Way and van Emden (000) note, work has largely been focused upon developing
strategic, rather than tadical, modelling frameworks and these have considerably different
scaling requirrments in space and in time, as Figure 24 demonstrates. On the temporal
axis, mod process-based models in use within the crop and pest modelling community for
tactical purposes expliditly require daily data as input. In the cas of strategic models,
egedally those used for example to model climate change scenarios, monthly data are
more commonly required. It is important to identify the time step at which the model
computesestimates, asthe volume of spatial data that isavailable for modelling reduces for
smaller time steps. Similarly, the structure of models, used for monthly and for daily
edimation, typically varyin their sensitivity to short-term fluctuationsin weather pattens.
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Table 2.1. Summary of meteorological data requirements for agricultural decision support
systems (Essentia elementsin capital letters)

Daily values Crop growth/yield Pests Diseases
Max & min temperature Yes Yes Yes
Rainfall Yes Yes Yes
Wind speed Yes Yes
Wind run Yes
Totd radiation Yes Yes

Relative humidity Yes Yes
Soil temperature Yes Yes

Ev apotranspiration Yes Yes

Ground frost frequency Yes

Whilst the temporal resolution of data has been considered by the agricultural modelling
community, to date it seems there has been little work on how to assess the spatial
resolutions of data required to sup port agricultural modelling, particularly in relation to insect
ewlogy and dewelopment (phenology). Knowledge of the spatial scale over which the
underlying physical process can be considered to operate provides some guidance about
the representative spatial unit for modelling (Grayson, Bloschl, Barling & Moore, 1993).
Additionally, it has been proposed that meteorological processes can be characterised
according to their extents in gpace and time (e.g. Wieringa, 1998). Table 2.2 matches
meteorological processes occurring over a daily ime step as corresponding with a gatial
extent from 3km to 100km. The table suggests that consideration should be given to
variables influencing meso-and topo-climates if it is necessary to interpolate agro-
meteorological data for modelling to scales between 1-5km. It also suggests that it may be
impractical to expe ct synoptic data alone to derive estimate s of agrometeorological variables
forgrid sizesto the lower end of thisrange with suitable quality.

Table 2.2 places withinfield or within-crop variations in climatic conditions firmly in the
microscale, suggesting that models constructed using data from in-field sensors are
repre £nting conditions operating at temporal scalesof the order of hours. This microscale
sampling, even if it is undertaken with ssnsors of the same desgn as at the synopftic
stations, is measuring a different scale of processes; it follows that model s calibrated to run
usng in-field sensor data will consequently be incompatible with models calibrated using

synoptic data.
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Table 2.2. Scaesin time and space, after Wieringa (1998)

Scale Time scale Spatial scale
Horizontal Vertical
Microscale 0.1 seconds to 1 <1mm to <Immto 3m
minute 100mm
Toposcale 3 seconds to 30 10m to 3km 1m to100m
minutes
Mesoscale 1 minute to 3 hours 300m to 30km 10mto 1km
Synoptic scale 1 hour to 1 day 3kmto 1000km  100mto
10km
Macroscale Y2 day to1 week 30km to 10%km 1km to 20km
Globdscale 3 days and longer 300km to globe  1kmto 100km
USAGE MANAGEMENT SPACE-TIME
LEVEL GRANULARITY

Pest risk assessments
(PRA)

Aggregate (50km?)
Periodic (Annual

(Based upon long cycles)
climate records) Historic
Largely external Policy
level
Improved moaels for
indigenous and non- Manage ment
indigenous pests level
Outbreak control and Operations Detailed (<10km)
management (IPM) level Real-time
Largely internal Predictive

Figure 2.4 Range ofrequirements for decision supportin crop pest management and the
corresponding geographical and temporal scales at which dataare required
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2.4 AVAILABILITY OF LOCALLY RELEVANT MODEL INPUT VARIABLES FOR

DECISION SUPPORTMODELS
At present, weather related inputs for use in agricultural dedsion support system smay be

obtained in three main forms. Firstly, point data such as that available from gove mmental,
primarily synoptic, networks. Secondly, such data may have been pre-processed to form
gridded surfaces for example the UK MORECS data (Hough & Jones, 1997) of 10-daily
rainfall and evapo-transpiration observations at 40 km resolution. Thirdly, farmers, advisors

and researchers may use on-fam or local co-operative sensor data to drive their agricultural
models.

2.41 Governmentmeteorological networks

The primary ole of governmental run meteorological networks i s to provide data for synoptic
weather forecasting purposes, requiring a consi stent number of points fom day to day. The
indrumentation used to colled these records is well-maintained, and sited at ‘standad
expoaure’ allowing comparisons to be made between locations and over time. As a
consequence, these are the data upon which the majority of agricultural DSS and their
underlying models are based (e.g. Finch, Collier & Phelps 1996; Morgan & Solomon, 1993).
However, the fad that data are colleded primarily for the purpose of weather fore casting
means that recording dtes ar predominantly placed in ooastal locations and are not
‘representative’ of the variety of landscape nationwide. Moreover, as Table 2.3 identifies,
while the overall UKMO networkislarge, some variables, such as rainfall are observed at a
much larger number of sites than others, such as solar radiation. Other data relevant for
agro-meteorology, but not necessarily for weather forecasting, such as soil temperature,
humidty and moisture status, have been collected on a sparser network by a mixture of
governmental and non-governmental organisations. Foreach agrometeorological vaiiable,
there is often a ime lag of up to one month before the majority of dation observations are
received centrally by the UKMO.

Table 2.3. Volumes of the main agro-meteorological observations, by time of fran smission

Variable Updated ~monthly Updated dail y Updated daily
(UKMO) (UKMO) (Additional
commerci al
sen sor data)
Daily ar temperatures 392 187 610
Daily soil tem peratures 218 156 -
Dally rainfall 3162 410 610
Radiation 27 26 610
Wet bub (potential 386 353 610
evaporation).

Source: Analysis of datafromthe UKMO nawork in1999, available through British Amospheric Data Centre
(BADC)

2.42 Gridded weather data as model inputs

A variety of altematives to traditional point meteorological and edaphic data are becoming
more commonly used especially within environmental modelling, fom meso-scale climate
models (e.g. Kimball, Running & Nemani, 1997) to satellite data (e.g. Legates, 2000) and
surfaces interpolated from point observations (e.g. Hutchinson, 1991). Interpolation in
particular provides a practical and effident means of constructing spatial input data across
the multide variables required by decision support systemsoperating daily at a me soscale
within Britain.
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Only rarely are the more sophi dicated methods for creating gridded meteorological surfaces
found within an applied geographical modelling context. Unusually, Russo, Liebhold & Kelley
(1993) diive an applied insect phenology model using geographically distributed daily
temperature data at a resolution of 1kn resolution. Further afield, the Danish Pi@ntinfo
system usssdata ata dailytime step, which isthen aggregated regionally (Jensen, Thysen,
Boll, Hansen, Secher & Juhl, 1997). For crop modelling, daily sets of gridded meteorological
variablesare used (Hoogenboom, 2000) that tend to be constructed usng simple methods
such as inverse distance weighting with a constant power function for all days (e.g. Supit,
1997)ortimeinvariant kiging (e.g. Landau et al., 1998).

For the user or deweloper seeking 'off-the-shelf' data to complement an existing decision
support system, the resolution of commercially available gridded data is more limited. The
current UKMO ‘MORECS’ srvice provides agricultural users with national data for a limited
number of variables at a resolution of 40km in space, every ten days (Hough & Jones,
1997). This service isvalued because of its consi stency, but doesnot provide individual daily
grids for modelling purpose s rathera tem porally-am algamated product.

2.43 On-farm or locally-networked se ns or data

The increasing popularity of on-farm weather recorders provides some indication of the
value attibuted by some farmers and advisors to the latest and most localised data with
which to un models such as those for pest phenology or crop disease. These models, by
offering more locali sed estimates of when crops in certain areas may be at risk of pest attack
or disease, allow growers to foaus their control actions more tightly to certain locations and
at critical periodsof time. Thisinformation can be used particularly by larger businesses to
save money and awid unnecessary and wasteful applications on dates when the riskis
edimated to be low. Itislikely that data from thess on-farm sensors will produce more
accurate estimates of the localised, microscale meteomlogical conditions (at resolutions
below 1km) than the gridded estimates (essentially of the mesoscale conditions) produced
by interpolation from the synoptic network.

Although investing in data oollection from a local sensor may be worthwhile for some agri-
businesses, Phelps, Collier & Finch (1993 ) sugged in a Briti sh context that, to be of practical
use to the majority of farmers and growers, phenological models must be capable of using
standard UKMO meteorological data. Thisis because models run using data from local on-
fam sensors with different exposures may give unsatisfactory results, or at lead require the
model to be re-calibrated foreach spedfic location. Many users of decison support systems
will not have the resources to purchase and maintain an ‘on-farm’ automatic weather station,
and those that do may not wish to operate independent software to compute estimates of
derived variables such as evapo-tran spiration or solar radiation required by many models. In
summary, whil st certain business usrsmay find particular benefits from maintaining on-farm
sensors, many growers with dispersed or small acreages may prefer to receive risk
assessments based on a regional network of synoptic observations maintained by
recognised providersof agro-meteorological data.

2.44 Communication of agro-meteorological data to users of decisionsupport
systems
Even where agro-meteomlogical data are available from extemal bodie sat ap propriate

temporal and geographical sales, a number of futherissues ari® relating to their imely
communication, updating and maintenance.

Firstly, in Britain there is no sngle place where spatially referenced meteomlogical and

edaphic data are consistently collated and updated. The overhead of having to receive data
from multiple sources and dealing with how to merge thes data into a consistent agro-
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meteorological data set islikelyto create a significantbarrier to the use of distributed satial
data within decison support systems. For many of the farmers and growers who may be
reluctant to change from their traditional decision-making processes, the agrometeorological
data should be supplied already collated and ready forloading into the DS S.

Secondly, data needs to be communicated in a timely manner so it is available for the
current day'sdedsion making. The use of telemetrics for didributing point weather data for
agricultural/horticultural modelling purposes is particulaly well deweloped in Scandinavia
(e.g. Magnus Lingaarden & Munthe, 1993) and Gemany (e.g. Kleinhenz, Jérg, Gutsche,
Kluge & Rossberg, 1996), illustrating the potential for official meteorological organi sations.
Centralised networks of commerdal sensors are also common (e.g. Denzer, 1996, for
Austria). In the majoiity of those cases however raw datais communicated with minimd pre-
processing, by fax or e-mail.

While fax or e-mail data services are valuable, it is preferable for designers of dedsion
support system sto hide the details surrounding the provision of such model input data from
their users if the systems are to become an efficient tool within the workplace. Services that
explidtly target the users of agricultural DSS, and that provide data in formats for automatic

downloading to and updating of users systems, are therefore required. Services over the
World Wide Web are increasing (Weiss van Crowder & Bemadi, 2000), and are a potential

solution.

2.45 GIS-based agrometeorological data, products andservices on the Internet

Review of weather data for operational agricultural decison support systems hasidentified

the need for a new data framework addre ssing the two interconnected i ssues of:

« Improved availability and accuracy of locally relevant agro-meteorological variables for
agiicultural/horticultural models;

« The timely communication of weather data, that are imm ediately compatible with a mnge
of aurrent decision support systems.

Improving the availability and accuracy of locally relevant meteorol ogical input

variables

Because accuracy may be improved eitherby using more sophisticated analysismethods, or

by inadeasng the amount of underlying data, a dual approach, to achieving improvement is

proposed that:

o Based upon the present UKMO network, uses knowedge of topoclimatology and
more sophisticated interpolation methods developed within geographical information
science to construct more accurate and locally relevant agro-metemlogical data to
finer resolutions;

e Augments standard governmental meteorological recording networks with additional
sensor networks, to increase the currently insufficient volume of certain agro-

m eteorological observations available on a daily basis for nationwide decision support
pumposes.

Derivinglocal agro-meteorological datausing sophisticated interpolators

Many technique s well known within meteorological and climatological circles are available
but they remain under used within an integrated multi-disciplinary environment. While much
recent progress has been made with downscaling climate process models and satellite and
radar imaging of meteorological variables. However, pracdical means to create gatial
coverage of aurrent and hidorical weather data could perhaps be achieved more effidently
udng interpolation techniques. Thisapproach iscomputationally less intensve than usng a
com plete atmospheric/land proce ss model, and uss standard UKM O data with which many
of the modelsin present decision support sydsems have been fieldtested (Finch, Collier &
Phelps, 1996; Morgan & Solomon, 1993). Empirical knowledge of how agro-meteorological

16



variables such as temperature, rainfall etc. ar influenced by topographic and other
variables, can be ussd to derive data sets of these topographic, edaphic and land cover
influences (e.g. Janis & Stuart, 2001a). Thes data sets are then used with sophisticated
methods of gatial interpolation, to improve estimates of each agro-meteomlogical variable
(e.g. Daly, Neilson & Phillips 1994; Hutchinson, 1991; Jawis & Stuatt, 2001b; Rigol, Jarvis&
Stuart, 2001).

It will be important to measure the effeds of using such interpolated input data on the
accuracies of modelsproposed for agricultural DS S.

The need toaugment the ‘real-time’ network for agro-meteorological data
Asexamined in Table 2.3, the volume of data available through synoptic networks in ‘real

time’, in Britain as elsewhere, islimited relative to that of the overall governmental network
Efforts to date suggest that the scope forinterpolating variables such as daily rainfall and
relative humidity to resolutionsin the messcale range from 300m - 30km with acceptable
accuracies may be ssverelyconstrained by the volume and distribution of daily data that are
available.

The adequacy of sample data to provide gridded estimates at different resolutions may be
explored using a number of geostati stical measures. One measure of the degree to which a
splining intempolator was able to produce a satifactory estimate from an underlying data
sample, isgiven by the frace statisic (Hutchinson & Gessler, 1994 ). By examining the value
of the trace statistic for each surface, users may determine the number of days that the
spline estimate is of poor quality and the resulting surface is likely to contain large errors.
This is particulaly important as a diagnostic tool, snce a method of checking error and
rejecting surfaces that are too error-prone is needed to control the quality and reliability of
results produced. An analogous, but arguably more stiict, diagnostic for interpolation by
kriging would be the inability to condrud an acceptable variogram on a particular day.

The diagnostic trace statistic, was used to measure the number of days during the year of
1976 when the resulting surface interpolated by splining each agro-meteomlogical variable
could notbe considered stati stically valid (i.e. wastoo erroneous), when using data from the

UKM O synoptic network alone.

Table 2.4 defails the percentage of days of invalid edimations, for each of the major agro-
meteorological variables Hgh percentage errors particulady for rainfall and global solar

radiation and some soil temperatures underline the insufficiency of data available from the
UKM O real-time network for e stimating most of the primary agro-meteorological variables.

Expansion ofthe data recording network could be achieved firstly, by increasing the number
of vaiables recorded at the existing stations since, as Table 2.3 identified, many agro-
meteorological variablesare not recorded at all stations. Secondly however, it may be more
economic to further expand the base of observations through the integration of data from
additional networks. For example, commercial networks of meteorological stationsare now
used in assessing nationwide road oonditions, whilst some local faming co-operatives
operate theirown automatic weather stationsto supplement the UKMO synopticdata. In this
way, value may be added both to onfarm sensor data and to national govemmental and
private networks. Principally, the advantages of this strategy would be to improve the tmely
delivery of detailed agro-meteorlogical requirementsthrough the increase in additional real-
time £nsor data and to provide, in due course, nested models to account for within field or
crop variations in climate. Vulnerability fom the possible inaccuracy of on-farm sensors
ingead of quality controlled UKM O station data could be minimised through a memrging and
quality assurance process where unusual patterns or outliersin data may be identified and
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corrected to ensure data consigency (e.g. Meek & Hatfield, 1994). The ime of day at which
recordings are made would also need to be oconddered in such a data merging and
harmonisation operation (e.g. Kaid, Williams Young & Wendland, 1986). For network
merging, close attention will be needed within the modelling procedures to account for the
differing exposure between sensor types (e.g. Jacobs & Raatz, 1996) using land cover/us
and topographic data. In practical terms, suppott is growing for a mixed network of data
sensors (e.g. Brown, 1996) as a meansto infill presently scarce data.

Table2.4. Number of days in 1999 on which the computed partial thinplate spline surfaceis
statisti cally invalid, by network

Synoptic d ata networ k: Syno pfic and dimatic data

Variable percentage of network: percen tag e of
statistically invalid staftistically invalid surfaces
surfaces (1976) (1976)

Minimum daily air temperature 4% 4%
Maximum daily air tem perature 3% 3%
Daily rainfal 23% -

Soil temperature (100cm) 30% 22%
Soil temperature (30cm) 39% 38%
Soiltemperature (10cm) 9% 6%
Glabal solar radation 29% 69 %

Timely communication of weather data with decision support systems
Many fadors point to the use of a central service provider, processing and disseminating

requests for model input data from users. The s include:

. Shared ownership of output while protecing the rightsof input data owners;

. Awiding the need for clientsto have considerable local processing cap abilities;

. Harmonisation between networks to provide a combined data st that is condstent
and of high quality;

. Usng a central srvice to overcome present incompatibiliies between the multipe
computer platforms of potential user communities, and their varying processing
capabilities;

. Ease of updating and maintaining the services, software and data.

Strand (2000) emphasises that ‘the local culture ... must be taken into account to assure
that information on techniques will reach the right participants.” Within an European context,
familiarity is mpidly gaining with Internet-based com munications, particularly e-mail and the
World Wide Web (WWW). Developments in spatial data handling using the WWW suggest
the development of an Intemet service to provide a modem solution for the query and
digribution of agm-meteorological data.

2.5 ABRTISH FRAMEWORK FOR ENHANCED VALUE AGRO-MIETEOROLOGICAL
DATA

It is possble in principle to use advances in GIS and sophidicated methods of 9atial
interpolation to gain improvementsin the accuracy and to some degree the resolution with
which the main agro-meteomwlogical variables can be produced in gridded form at required for
DSS. The degree ofimprovem ent achievable will be dependent firstly on the inherent gatial
variability of the meteorological variables themselves (that will condrain the ability of even
sophi dicated interpolation techniques) and secondly and most importantly, upon the time
taken for the network of recording stations to provide a ollated, quality controlled and
sufficient set of pointdata for gridding. It is al so evident that the present UK synoptic network
is not adequate for providing the required volume of agro-meteorological data, in a time
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frame of 1-2 days, which is necessary for immediate decision support across the entire
crop ped area of Britain.

Based on the preceding review a framework of methodsis advanced, which will allow agro-
meteorological data to be collated and delivered swiftly to agricultural models and DSS. The
framework envisons the co-operative use of spatial databases; methods of gatial
interpolation that can be guided using further GIS data sets; a linked suite of biological
models of pest development and web mapping to serve the resultant gridded maps of risk
rapidly using the intemet (Figure 2.5). It is intended that this framework could al
inocorporate the best gridded national forecast estimates available on a day-by-day basis

The framework proposed for collating and didributing agro-climatic data is aimed at
supporting the monitoring of meso- rather than mico-scale climatic processes and their
effectson agiiculture and horticulture. Whilst in-crop ssnsorsmay provide useful ope rational
information to specific farms, the concepts and framework described by the work of this
project aim to exploit that £nsr technology to densfy the daily national network so that
spatially continuous daily input data can be made available for DSS running models
designed with mesoscale input data. Potentially eroneous results are likely to occur should
micro-scale data be used to drive models developed using mesoscale data, and vice versa,
and given the recent proliferation of meteorological data of both types it is vital that both
model developers and data providers are scale-e xplicit.

Currently, agricultural decison support systems both in Britain (e.g. Brooks, 1998) and
elewhere (e.g. Régniere, Cook & Bergeron, 1996) are largely sited on on-farm personal
computers or those of advisors. For the agricultural advisor running phenological modds for
a number of locations on behalf of growers, the supply of standard agro-meteorological
variable s without the difficulty of collecting, merging, formatting, and error checking data, is
lilely to be the most costeffective means of obtaining the inputs required by the next
generation of agricultural DSS. The framework will allow squences of interpolated
meteorological results over time to be produced at given points for transmisson to users
(Figure 2.5, light shading). Locally relevant gridded data from appropriately merged networks
would also provide a uniform bas upon which dedsions may be made nationwide. By
awiding the cod overhead of complex sensors, the use of dedsion support systems
becomes more viable to small and larger enterprises alike. Looking forward, it is likely that
there will be greater use of the WWW as a base for decision support systems (e.g. MORPH,
Walton, 1998) usng interpolated data (Figure 2.5, darker shading). This would allow fuller
use ofthe integrated modelling software to demonstrate gridded model results, together with
edimatesof error for individual surfaces orlocations.
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UKMO database Central server Remotesensors

Synoptic data Data merging engine Daily data collection

Climate data Database Daily data collectionn)

Interpolation engine

Central DSS

WWW interface

{fgi}

Remote PC(1) Remote PC(2) Remote PC(n)
WWW interface WWW interface WWW interface
DSS, eg. MORPH DSS, e.g. LADSS DSS, e.q. DESS AC

Figure 2.5. Proposed framework for data collation, processing and dissemination from WWW
interface to DSS on remote PCs (ight shading) and froma central DSS viaa WWW interface to

individual PCs (d ark shading)
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3. USER NEEDS

3.1 OUTLINE

This section outlines work done to examine the requirements of potential users, in
agriculture and horticulture, for meteorological data. Full recordsof the User Surveys can be
found at the InteM et site (www.intermet.co.uk).

3.2 BACKGROUND
The aspiration of de veloping computerbased decision support and knowledge managem ent

systems for agriculture has been held virtually since the advent of computing technology.
Until recently, it hasbeen rare for developers to examine how such toolsare best designed,
so that the end users will use and get the full benefits from them. However, over the past
decade in the UK, the development of DS has been influenced strongly by more thomugh
examination of user requirements.

A problem for the present study is that the technology it develops isintended to service DS
systems, some of which are presently at the concept stage. Moreower there is considerable
debate about the delivery mechanisms and complexity of modelling, which will be
acceptable to ded sion makers in agriculture and horticulture.

The user need for supplying data seamlessly into systemsis a relatively straightforward
presciliption of the data fomats, accuracy and frequency of updating that are required.
However, thisdoes not recognize the more ad hoc data supply that might be used to inform
decision makers. The surveysdescribed in this section are focussed primarily on defining

the likely requirements of those users.

3.3 APPROACH

The study used two questionnaires: the fird employed in aninitid small scale survey, and a
second published and distributed via the Intemet. The results from both were broadly in
agreement. This sedion detailsthe key findings, full defails of the surveys can be found at
www.intem et.co.uk.

The aurveys obtained reponses from across the main crop sectors. Mod of the
respondents identified themselves as farmers or farm managers. A wide range of cropping
area was reported by the respondents with around half of the re sponse s coming from people
responsible for 10ha or less and 20% for areas over 500 ha. Referenced againd the
weather stations reported to be local to respondents thisland appears to be widely spread
over England and Wales, but with less represntation fom Sootland and N. lIreland.
However, nearly a third of respondents did not know where their nearest station was and
some of the misdgng regionsmay be within this set. There were a wide range of distances
reported for nearest weather stations with a large proportion at the limits of the distance
rangei.e. 1120 milesawayand over 51 milesaway (both 21% of re spondents).

3.4 FORECASTMETEOROLOGICAL DATA
The most valuable forecast weather variables appear to be rainfall, temperature (minimum

and maximum), wind speed and wind direction; with rainfall identified as the most useful by
far. On the basis of information about job type and crop sector, rainfall and minimum and
maximum temperature are useful to all users. Whereas windspeed is more useful fo
famers/growers (90.5%) than to consultants (60%). Thisis logical, because information on
wind speed is important to immediate tactical decisions e.g. deciding whether conditions
permit spraying.
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Rainfall is of high value to managers of all cop types. Wind speed appears to be more
useful to those in the wheat, barley, OSR sugar beet, potatoes and field vegetables crop
groups. Leaf wetness isof higher importance to field vegetable growers (64% ) and top fruit
growers (63.3) than indicated by the overall figures. This may be due to the historical
availability of modelsemploying leaf wetness in these crops and the associated publicity and
education. Relative humidity is also identified to be important to potato growers (68.4%),
presumably because of its importyance in determining the risk of protato blight. Fore cast
average tem perature was rated as useful or very useful by 60% and sunshine hours by 76%
of bedding group respondents in contrast to other sectors and to the initial survey where
interest was low. Owver 60% of people in the wheat, barley, OSR, potato, field vegetable
sectors were thought forecast soil moisture and tem perature was useful or very useful and
over 60% of soft fruit and sugar beet respondents were thought soil moisture was useful or
very useful.

The most important forecast variable is rainfall and that this should be given priority for
provi son to the industry. The other key variables, minimum and maxmum temperature and
wind speed are more important for some crop types than others. Although none of these
crop spedfic figures are enormously different from the general trend, they do indicate clear
crop edficity in the demand for some weather data. These preferences will need to be
considered when deciding the pricrities for data provision (it is unlikely that all variables
could be provided a the launch of an InteMet service). It is possble that increased
availability of DSS will raise awarene ss about the im portance of some weather variables, for
example in predicting pest and disease problems, and that this will alter the perceived
importance of some measurements.

3.5 ACTUAL METEOROLOGICAL DATA

Genenally, acdual meteorological data were perceived to be less useful than forecast data
although again rainfall was the most useful across cop types. The least useful historical
weather variables were leaf wetness, solar radiation, relative humidity, wind direction and
sunshine hours.

Forecast data are cumently perceived to be more mportant than historical reoords,
presumably because they inform day-to-day planning activities on faams The value of
higorical data is largely confined to its use within DSSs, which are not used by industry
routinely at present.

Most respondents required daily data and were less interested in hoully recods. Rainfall
and wind speed were the only variablesrequired on an hourlybass. Therefore, ignoring any
specific DS S requirements, rainfall and wind speed are the only variables that might need fo
be offered for delivery on an hourly scale.

The majority of respondents were content with a grid sze of 3-5kor greaterfor both fore cast
and historical data. Around 20% of respondents would like field level data on forecast leaf

wetness, soil moisture and wind speed, with 15% also wanting this level of detail for rainfall
and soil moidure.

The most popular choices for delivery of both forecast and historical weather data were
email and the Intemet and this should therefore be the main form of access for individual
users, DSS requirements may be different.

No clear preference was found for the display of mod weather variables, so the simplest to
produce can therefore be sleded. For wind data, however, the design should adopt the
‘value at a point’ style. When data is presented over time the clear choice is to provide this

ina graphical format.
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3.6 COMMERCIAL AVAILABILITY OF INTERPOLATED DATA
About 40% of respondents indicated that they would be likely to buy interpolated data if it

became available. This is a very positive response, because it is unusual to get any

indication of enthusasm when this type of question is posed. Moreover, the very low
numbers of respondents who indicated they would be unlikely purchase data is perhaps a
more useful indicatorof interest. It appears that the vegetable and top fruit sectors are most

interested in purchasng interpolated data.
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4. INTERP OLATION OF METEOROLOGICAL VARIABLES

4.1 OUTLINE

This section details research to examine the feasbility and develop methodologies for
interpolating weather variables likely to be important for decision making in agriculture and
horticulture. The examination indudes variables that are not currently utilized for crop
management, but that are likely to become more important if practicable DS tool s become
available and used more widely.

4.2 TEMPERATURE

Tem perature can have effeds on almost every biological component of the crop system. It
isa key determinant of the growth and development of mod plants, pathogens and pests.
Asa oonsequence, temperature ismeasured, almost universally, in experiments aiming to
understand cop health and production and is often comelated with biological responses.
Decision suppotrt systems designed to aid crop production are therefore often very
dependent upo n temperature measurements.

4.21 Approach

A comprehensive set of continuous topographic and land cover related variables were
examined to te st their suitability for guiding the interp olation of daily maximum and minimum
temperatures over England and Wales for an entire annual cyde to a resolution of 1 km.
The work draws on and updates historical topoclimatic moddling though use of digital
elevation data and land ocover data, usng the modelling capabilities of geographical
information system s (GIS).

The influential guiding variablesunder a variety of dominant weatherpatterns were identified
and used to assist with the intempolation of an annual sequence of daily maxima and minima
for 1976. Northing, elevation, coastal and urban effeds wer found to be particulady
significant variables in explaining the vaiation in UK daily minimum temperature. Urban
factors have not previously been thoroughly investigated, despite the high density of
population in England and Wales. Analysis of the residuals from data withheld from the
partial thin plate spline interpolation suggests that the incomporation of coastal shape and
situation, land cover and soils data might further improve the modelling of local-scale
influences on maximum and minimum temperature. They also suggest that the results
achieved (r.m.s. errors of 0.8 °C for maxima and 1.14 °C for minima) may be close to the
limits of accuracies achievable at 1 km resolution given the densty of temperature
observation data and standard exposure of the obsrving network used.

In a comparative experiment, the sequence of daily maximum and minimum temperatures
for the year 1976 were interpolated over England and Wales to a resolution of 1 km using
partial thin plate splines ordinary kiging, trend surface and an automatic inverse distance
weighted method of interpolation. A 'level playing field' for comparing the estimation
accuracies was established through the incorporation of a consi stent set of guiding variables
in all intempolators

Once variables were induded to guide the interpolators, differencesin estimation accuracy
between partial thin plate olines, ordinary kiging and inverse didance weighting results
were not significant although the performance of trend surface analysis was poorer. Best
accuracies were achieved using pattial thin plate plines, with jack-knife cro ss-validation root
mean square (rms) errors for an annual seriesof daily maximum temperatures of 0.8 °Cand
1.14 °Cfor daily minimum tem peratures
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The results from this study sugged that sole reliance on the selection of guiding variables
can be a less efficient means of achieving the required accuracies than the placing of
greater reliance on empirical techniques of interpolation that can acocount for known
autocorrelation in the temperature data. The use of guiding variables narrows the gap
between performance of the different interpolation methods. Generally, however, more
sophi dicated interpolators auch as kriging and splining require fewer guiding covariates in
order to achieve similar edimation accuracies. Day-to-day variability in the interpolation
accuracies confirmsthe need for increased adaptability in the manner in which the guiding
variable sare incorporated in the interpolation process.

4.3 PRECIPITATION

Attempts to estimate daily predpitation across Britain at fine spatial scales, from
obsenationsthat are available within 24 h of collection, reveal certain regions that are pooily
covered in near real time by the present network of stations operated by the WK
Meteorological Office (UKMO). Two ways to improve the accuracy of daily estimates
nationwide are to incorporate, within the existing network additional rain-gauges that report
rapidly in areas of interest, or to use more sophidicated methods to interpolate the rainfall
field between the existing stations. When interpolating from point observationsfor example,
some methods allow additional collateral data setsto be included, such as known variations
in the surface topography and elevation. Including the se geographical influences may lead
to a more realidic estimate of variations in the rainfall field between obsening stations.
Densification of the exiding network of obsening stations is presently ocaurring, with data
providers beginning to pool data to improve daily estimation. For example, the Environment
Agency of England and Wales now provides data to the UKM O from 300 rain-gauges that
report daily to a national flood waming system.

The relative accuracy of interpolating predpitation amount using a series of different partial
thin-plate splines, which hawe previoudy produced accurate estimates for monthly
precipitation totals in areas of vaiable relief, were compared. The approach adopted is
primarily interpolative, using rain-gauge data as the main data source. The following section
briefly reviews previous work usng splinesto estimate precipitation and intoduces some of
the practical advantages that partial thin-plate splines provide for estimating surfaces from

com binationsof point rain-gauges and other giidded collateral data.

4.3.1 Spline interpolationfor estimation of precipitation

There are many vaiant fom s of splining, but two particular subtypes - the regularized
spline with tendon and the partial thin plate spline havwe been used most often for
interpolation of precipitation. In this study, the analysis was limited to partial thin-plate line

methods of interpolation, so that differences in estimation accuracy due to differences in the
num ber of data points and the handling of collateral data stscould be compared directly.

As summarized by Hutchinson (2000) the observational model for a partial thin-plate sline
with two independent variables (x,y)isthatn data valuesz are givenby:

zi = f(xi, yi)+§pj[3j Yij+ei (=1..n)
j=1
where f is an unknown smooth bivariate function, the Bjare a set of unknown parameters,

Xiyi are the independent line variables each Y¥;is a Imear covariate and the § ar
independent random ermrs with zero mean and variance dc The d; are known weights

while o may or may not be known. The spline function f and the parameters Bj for the
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parametric linear sub-modelsare edimated by minimizing:

3= £ 0,0~ SB[ 42 In(T)

where Jm(f) is a measure of the roughness of f defined in tems of m-th order derivatives of
f. And A is a postive number called the smoothing parameter, which determines a trade off

between data fidelity and surface roughness. The value of A is computed automatically by
the ANUSPLIN software by minimizing the generalized cross validation (GCV). While the
orderof the derivative m may theoretically be found by optimization, for operational sim plicity
the derivative is set beforehand in ANUSPLIN. After finding that higher order derivatives
offered no improvement to predictive acauracy, we set m =2 for all the reported line
experiments.

ANUSPLIN 4.1 was used to create the spline equations (Hutchinson, 2000). This software
allows collateral data sets such astopographic data sts orradar gridsto be included asa
series of linear covariates ¥, or as a third independent variable foming a trivariate oline

function f(xi, yi.z) thatcan be solved similarly to the bivariate form de scribed above.

In a dired comparison of various methods for intepolating precipitation conducted on a
subset of 100 rain-gauge observations taken in Switzedand on 8 May 1986, Hutchinson
(1998) found that a bivarate partial thin plate line on (XYy) was able to predict precipitation
at 367 withheld gauge locations with lower RMSE (5.6 mm) than ordinary (5.97 mm) or
indicator kriging (6 mm). This finding was confirmed by Hofierka et al. (2002) whose 2-D
regularized spline on the same data setgave an RMSE of 5.89mm.

Splines do not require a preliminary determination of the range or distance over which point
obsenations of predpitation may be spatially autocorrelated, asthis covariance structure is
computed as patt of deriving the spline equation. This feature makes splines more robust
than kriging for low data volumes. Nevertheless, especially for small data volumes there isa
risk that splines may “overfit” the data, giving an exact match at the data points but a poor
surface fit elsewhere. For this reason, a considerable number of widely distributed rain-
gauges were used to form an independent data set to rigorously te st the splined e stim ates at
many apparently “unsampled” locations. Diagnostic functions such as the sgnal of the
spline were used to to identify days when the surface may be unreliable (Hutchinson, 1998).

4.3.2 Data

For reasons described earier, the primary input data for this study is the location and daily
value sof rainfall observed at rain-gauge s from the UK Meteorological Office (UKM O) station
networks. The data consisted of 30 values at each station obssrved for each day during
March 2002. The mrlative acauracy and the robustness of various spline methods were
evaluated for two wlumes of observing station data; firsly when 820 rain-gauges are
available and secondly when as few as 110 gauges provide data. The small data set was
chosen to represent the most datadimited case of making an esimate fom only a subset of
the UKMO rain-gauge network that reports daily totals within 24 h. The lager data set
repreents the most data-rich scenario foreseeable in the next 5-10 years, based on an
assumption that the UKMO network may be supple mented with meteorological data through
partnerships with other public and private data providers. For the pumposes of thes
experiments, the data sets were created as subsets of the UKMO dimate station network,
pre-processed to remove any stationsthat had null values for rainfall on any dayin March
2002. This avoids the problem of applying infiling methods before intempolation can be
carried out. An independent data set of a further 288 points, drawn separately from the
climate station network, was used to validate all the lined surfaces constructed from both
the lage and small setsof input data.
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The oplining method allows flexible slection of which other data sets are used in the
edimation and specifically whether elevation is treated as a third independent variable in a
trivariate spline equation orasa linear covariate submodel in a bivariate spline. In addition
to elevation, the improvement on estimation accuracy from incorporating other linear
covariateswastested. Three covailiates used in this sudy were: (a) elevation; (b) degree of
coastal influence; and (c) variability of local rlief. These were derived by processing GIS
data layers at a resolution of 5 km. Elevation is the most common type of collateral data
used in estimating precipitation, because of known omgmaphic influences in many locations
(Chua & Bras 1982). The ratio of land to coas computed usng a 5 x 5 window arund the
5-km grid square in question seeks to represent the distance from the coast which can
influence rainfall both during cyclonic conditions (westerly frontal rain) and anticydonic
conditions (easterly fog). The third covariate describes the relative variability in relief. The
standard deviation of elevation over a 10 x 10 window identifies areas of rapidly and dowly
changing relief, which may be related to areas of relative orographic uplift and rain shadow.

Additionally, 4 x 24 x 31 files of 15-min rainfall accumulation data were available from the
NIMROD data archive for March 2002. Thes files had been checked by the UKMO to
remove spurious echoes, corrected for “bright band” errors and converted to rainfall amounts
usng a calibration factor derived from gauges near to each radar (Golding, 1998; Harri son
etal., 2000). Following the convention that a rain-gauge total for “day 1” covers the period
from 09:00 h on the first of the month to 08:59 h on the second of the month, 24 h
accumulations of radar rainfall we re formed from 09:00h on the first to 08:00 h on the second
etc., producing 30 complete daily grids of radar data for 1-30 March. This was done to to

allow consi stent comparison of the data types.

Whilst radar rainfall may seem an ideal source of gridded daily precipitation data at 5 km
resolution, present problems with calibrating radar data and the fact that many
environmental models are originally “at-aspoint” models calibrated to local meteorological
station data, meansthat it is conceptually and operationally often most practical to use the
rain-gauge network as the primary source of input data and to use interpolation to ceate
gridded surfaces that closely honour the values observed at gauge locations Rain radar
provides valuable information about the extent and variance of the rainfall pattem over
spatial scalesfrom 2 to 5 km. For this reason the benefit from including gridded radar data
asan additional surface covariate wastested, particularly to guide the values estimated by
the spline function in areas remote from any pointsof observation.

4.3.3 Approach

Various sline approaches, summarized in Table 4.5, were compared for their accuracy in
interpolating predpitation surfaces. Experiments 1-3 and 5 differonly in the choice of which
of the three oollateral variables are included in each spline and whether elevation isincluded
as a third independent varable that the spline may trat in a non-linear way, or as a
covariate that isassumed to be related linearly with predpitation. Experiments4 and 6 first
apply a syuare-mot transform to the rainfall values before interpolating them, as some
workers have sugge ged that this corrects for the usual tendency of rainfall data didributions
to be skewed towards smaller amounts (Hutchinson, 1998). In experiments 7 and 8, a
trivariate and a bivariate spline are each supplemented with a grid of radar data for each
day, to assess if this can improve the accuracy of the esimation more or less than by using
the collateral topog raphic data.
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Table 4.5. Spline models used in the experi ments.

Experiment Independent spline variables :wgﬁrbcrg\ég?st &s) gi?]?gfloéga?,?
1 i, ¥i Z)) PcoastZb; stdev 50 ™o

2 &, v Elev;Pcoast25; stdev50 no

3 fexi, yi) Elev; no

4 fi, y) Elev; Yes, V

5 &, vi z7) None o

6 i, Vi Zi) None Yes, V

7 fi, ¥i Zi) Daily radar grid no

8 &, v Daily radar grid no

Spline models were de veloped for each e xperiment for both the 820 and 11 0 point data sets.
Accuracy for the olines was evaluated against the independent validation data set
described ealier. The maximum and minimum values of precpitation found in any of the 30
daily predpitation surfaces were reported, together with the mot mean sjuare error (RMSE)
inmm, the mean error (bias)in mm and the mean absolute error (MAE)in mm. These were
computed each day at the validation points(which were identical for both data sets) and then
averaged over 30 days, using the standard equations below.

RMSE = ’1/ni(pi_0i)2
i=l

ME (bias) =1/n (Pi—Oi)

MAE =1/n |Pi—0i|

Where P; is the predpitation edimated by the spline function and O the value observed at
the i-th rain-gauge withheld in the constant validation data set. (n=288).

In addition, diagnostic information about the signal of the line, derived from the trace of the
influence matrix in a manner described by Hutchinson (1998) was used to identify the
number of the 30 daily surfaces where the surface fit was judged to be extremely
unsatisfactory.

4.3.4 Comparison of the interpolated surfaces

Table 4.6 summarises the results from the experiments For the data set of 820 points,
models 2 to 6 produced results that were broadly similar and safi sfactory with an estimation
accuracy averaged over the month (RMSE) of amund 1.9 mm. Although there is relatively
litle difference between the edimations, experiments 2 and 3 may be judged the best in
tem s of lowest overall RMSE and biases closest to zem. Model 2 treated elevation as a
linear covariate along with two further collateral topographic variables. Model 3, which used
elevation as the only linear covariate, gave almost identical results and suggests that the
additional topographic indices provided little gain. Including elevation as a third independent
(non linear) variable without other covariates (model 5) resulted in similar if sighly poorer
accuracy.
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Table 4.6. Results of spline interpolations.

Splines on 820 data points, vaidated at 288 points

Experiment 1 2 3 4 5 6 7 8
RMSE(mm) 4.08 1.87 1.86 1.92 1.91 1.94 5.02 5.05
ME(mm) -0.02 -0.04 -0.03 -024 -003 -025 -002 -002
MAX(mm) 21.81 2028 20.01 17.03 1987 17.28 2963  34.26
MIN(mm) -53.32 —48.65 -4865 -4872 -48.60 -49.04 -6481 -64.66
MAE(mm) 0.04 0.02 0.02 0.02 0.02 0.02 0.05 0.05
Invalid fits 4 4 4 2 4 2 1 2
Splines on 110 data points, vaidated at 288 points
Experiment 1 2 3 4 5 6 7 8
RMSE(mm) 226 2.38 2.28 2.5 224 2.22 5.04 5.10
ME (mm) 0.01 0.01 0.01 -020 O -0.22 0.02 -0.01
MAX (mm) 24.22 2412 24.00 2293 2421 23.04 3378 3791
MIN (mm) -53.72 -5429 5353 -5237 -53.53 -5358 -6470 -64.73
MAE (mm) 0.02 0.03 0.02 0.02 0.02 0.02 0.05 0.05
Invalid fits 7 3 6 2 5 2 7 5

Interpolating the squareroot transform of rainfall @, 6) did not improve e stimation accuracy
but reduced the number of invalid surfaces, which is a benefit for operational use. Including
elevation as a third independent (nonlinear) varable and using two guiding topographic
covariatesgave unexpe ctedly poorer estimation accuracy (RMSE ~4 mm) and a wider range
of estimated rainfall values. Al so surprisngly, the two spline models which used radar rainfall
data had the poore st esimation accuracy (RMSE ~5 mm) and the wided range of predicted
rainfall amounts (+ 34.26 mm to— 64.66 mm ); however these suifaces had near-zero biases
and failed the ‘robusiness’ criteria least often (only one ortwo invalid surfaces).

Whilst the smaller data set was a little more difficult to interpolate, with higher estimation
error and more daily sufaces found to be invalid, the average estimation error using any of
the spline models 1-6 was increased by only about 0.5 mm up to 24 mm. Given the 8-fold
reduction in the number of data points, this deterioration in accuracy is relatively minor and
less than might be expected from a much sparser data set. Given the smilar estimation
accuracies from models 1-6, the preferred choice would probably be between models 2, 4,
or 6, although any would probably suffice. Model 2, which treated elevation as a linear
covariate along with two collateral topographic variables has a dlightly higher estimation
error (RMSE = 2.38 mm) but has zero biasand isreliable on all but 3 days. Models4 and 6
used the square-root transformation and again have the most consistently reliable fit
thoughout the month. These models however havwe a slight negative bias and lower
maximum precipitation estimates. The other models (1, 3, 5) also had similar estimation
accuracy and zero biases, but had a greater number of days when the fit was considered
unreliable. This suggests that modelling elevation as an independent non-linear (models 1,
5) or linear covariate (model 3) makes little difference to the estimation accuracy for this
volume of input data. The additional topographic vaiables did not give model 1 an
advantage.

Again, when radar data wa s included, although the biasin the glined estimates remained clos
to zero, the RMSE doubled to over 5 mm and the maximum predcted values of precipitation
rose by around 10 mm. Evidence from other studies where a collateral data set was used to
futher guide estimation of preciptation, suggeds that the oollateral variable needs to exhibit a
strong correlation with the primatry variable in order for estimation accuracy to be improved by its
indusion. Forexam ple, in studying the influence of devation on the acauracy of e dimating daily
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precipitation, Goovaerts (2000) found no additional benefit of includng this collateral data when
the daly drength of correlation was below 0.75. In this study, the daily correlation between the
gridded rainfall radar accumuations and the totals observed at coincident raingauges was only
above 0.75 for 4 daysand only above 0.6 on 10 days during the one m onth data period.

4.3.5 Conclusion

A data set of one month’s daily rainfall observations from England and Wales has been used
to explore the accuracy of different spline intempolations for egimating daily predpitation ata
resolution of 5 km. For a relatively dens network of 820 min-gauges a 2-D pattial thin-plate
spline on (x,y) with elevation as a single linear covariate robudly estimated daily precipitation
acoss England and Wales with an RMSE averaged over all stations and dates of ~1.9 mm.
The models were considered unreliable for up to 4 daysinthe month. For a sparser network
of 110 points, the RMSE was ~2.3 mm and models were unreliable on up to 7 days in the
month. Experiments to model predpitation as a non-inear function of elevation or to add
futher collateral vaiiables such as topographic data, did not improve the estimation of
precipitation amount considerably with this volume of input observations Indusion of rainfall
radardata surprisngly led to poorerestimation accuracy by all spline models

Whilst still preliminaty, the se results suggest that the densification of the near real-ime rain-
gauge networks in the UK from 150 to upwards of 500 stations should improve the accuracy
of estimating daily rainfall surfaces by about 0.5 mm on average, although the improvements
may be greater in some places. Although radar estimates of rainfall provide useful
information on the extent of the rainfall area, it sems these data may only improve
edimation of actual rain amount by splining when there is a strong corelation between the
rain-gauge measurement and the rain rmdar accumulation value sat corresponding locations.

4.4 RELATIVE HUMIDITY

Atmospheric water can have a large effect on peds, pathogens, vecdors and host plants, ©
a measure of its variability in space and time is needed by many Decision Support Systems
intended for use in agriculture and horticulture.

At any temperature there is a limit to the density of water vapour in the air and hence a
consequent upper limit to the vapour pressure. Above this upper limit vapour can no longer
enter the air, so that condensation equivalent to the additional amount of vapour is
produced. Evaporated water enters the atmosphere as individual energetic water vapour
moleaules The resulting moisture content of the air can be expressed in numerous ways.
For example, as the absolute humidity (g m=), which is the total mass of water in a given
volume of air. The massmixing ratio () isthe mass of water vapour in grams per kilogram
of dry air. Specific humidity (q), is nearly equivalent to (x), and is defined as the mass of
vapour per klogrmam of air including its moisture. Most commonly however, for agricultural
purpose sthe air moisture content ismeasured by Relative Humidity (RH).

Relative humidity is the ratio of the adual mixing ratio to the saturation mixing ratio and is
uwally expressed as a percentage.

RH =2 %100 ~ L %100 ~ = x 100
X q, e

S S

where the subscript srepresentsthe respedive saturation valuesat the same tem perature
(Barry & Choiley, 1987).

Because vapour pressure isfunctionally dependent upon temperature, the relative humidity
of air also depends upon temperature. Without any change in moisture content, RH will
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therefore alter whenever the temperature changes. As a consequence, unless it is al

reported with the mrespective air temperture RH is only useful in a qualitative way
(Rosenberg et al., 1983).

The present study invedigated the extent to which RH could be estimated for unsampled
locations guided by measurementsfrom a sparse network of recording stations.

4.41 Netw ork & data description

The daily mean RH was estimated usng only those stations that had at least 12 houdy
readings during each day. Thisnumber was usually around 170 during 1998 and 1999 but
inceased to almost 250 from during 2000 onwards (Figure 46). The location of thes
stations across the UK (Figure 4.7 ) reflects their primary purpose as a monitoring network for
weather forecasting, i.e., many are either on the coast, located at airfields oroutat sa.
Figure 4.6 — Daily mean relative humidity from January 1998 through D ecember 2001.
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Examination of the measurements recorded hourly by these dations showsthat daily mean
RHvariesbyaround only 20% (Figure 4.6).

Figure 4.7 — Location of weather monitoring stations across the UK with houly records of relative
humidity adequate for informing spatial interpolation

4.4.2 Dailymean Relative Humidity
The relative accuracy of interpolation methods was compared (Table 4.7). The compari son
criteria used is the root mean square error of prediction (RMS) which has the same units as
the interpolated phenomenon. Accurate and precise interpolations are therefore indicated
by small RMS values ideally close to zero.
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Table 4.7 — Comp arison of interpol ation methods for daily RH values on two sel ected days.

RMS
Interpolation Method 1 June 2000 20May 2001
Odinary Kriging 4.394 5.096
Odinary Cokriging 4.362 5.053
Spline with tension 4.361 5.079

There is not a large difference between any of the intepolation methods used. The
additional variable used for cokriging was elevation of the monitoling stations which was
only weaky correlated (coefficient of correlation = 0.2). Five different variants of sline
interpolation were tested but the tenson spline always produced the lowest RMS. The
advantage of the spline method is that there is no requirement to fit a model function to an
experimental variogram.

Variograms for mean daily RH were sedfic for the day that they were fitted. Predictive
performance for other days was poor. This was expeded because RH is dependent on
other weather factors, especially temperature. As a consequence, an InterMet service will
need to fit unique variograms each day for daily mean RH (and any of its derivatives). One
alternative to this operational constraint, not examined here, might be to include
temperature as a oovariate within cokriging. Further development of InterMet would
examine thispossibility.

Figure 4.8 isan example from a day that had above average relative humidity. The kiging
method allows the standard error of the interpolation to be mapped as well, which illustrates
where the fitted variogram deviate sfrom the input data.

Mean daily RH% o i
1 June 2000 ??uknzgo‘:)foda“y mean
70:4 —76:& 0.0439 - 0.046 4
76% - 80% 0.0464 -0.0487
0 0,
80% - 84% 0.0487 -0.0507
0, 0,
84% - 86% 0.0507 - 0.0529
0, 0,

86% - 87% 0.0529 - 0.0554

87% - 89% )

o7 oo 0.0554 - 0.0582
| % -90% I 0.0582-0.0614
-223-32; Il 0.0614-0.0650

0 - (] -
[ | 2o ; I 0.0650 - 0.069 1
I 96% b ] Il 0.0691-0.0736

Figure 4.8 — Sp atial interpolation example of relati ve humidity (daily mean) and standard error
ofthe interpolation method (co-kriging).
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4.4.3 Relative humidity thresholds

The techniques applied to estimate mean daily RH can be used to interpolate weather
variables that are more diredly meaningful for agri-meteorological applications. For
example, to decide whether conditions favour the development of a plant pathogen, it may
be useful to know how many hours each day the relative humidity exceeded a critical value
such as 90% (Figure 4.9). The different intepolation methodologies again produced fairy
similar results However, the kiging technique can be extended to yield a probability that a
defined event will occur. To exemplify this, the surface interpolated and shown in Figure
4.4a, was expressed to show the probability of more than 11 hours when RH was 90% or
greater during the day (Figure 4.4b).

Hours when RH>=90% Probability that >11 hours where >= 90%
0-3 Figu
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4.4.4 Interpolationof outputs from a decisionsupport system (DSS)

Decision Support Systemsbased either wholly or in part on weather data can be run through
the Intermet database and the results (as a date) interpolated. Using the Smith Period’
wamning system aimed at potato late blight disease the date of the first period and the

seasonal total of periods can be intempolated (Figure 4.10). Detailed examination of the
impads of this approach onrisk wamingsis presented sedion [Section 7.2]

Date of first
Smith Period in 2000

P Late : mid July

Total number of
Smith Periods in 2000

W Early: mid Ma

Figure 4.10 — Interpolated Smith Periods, pixels based on 2km x 2km grid squares that grew
potatoes in 1997

" The Smith Period (Smith, LP; Plart Pathdogy 5, 83-87, 1956)is defined as two consecutive days

ending at 0900 when the minimum temperature never fdls below 1°C and the RH is above 90% for
atleast 11 hours on each day.
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4.5 WIND

Air movements affed the development of plant dissase epidemics by transporting pathogen
inoculum and vectors between locations. And can similarly affect dispersal of insect pests
and weed species. These effects may operate at a number of scales; from within crop
canopies upto continenfal levels. In addition, the application of pesticide sprays is only
permitted below certain wind speeds.

The movement of air can be described by its speed direction and turbulence. Whilst
tubulence isimportant to plant pathogen, vedor and pest movements, it is not commonly
quantified. Certainlyitsinfluences are unlilelyto be incoporated within practicable Ded sion
Support applications in the foreseeable future. This study therefore concentrated on
examining the potential to interpolate wind peed and dire ction.

The monitoring dations of the UKMO sample wind at spatial and temporal scales designed
to gather a general description of wind variability to aid to weather forecasting. Although
around 750 stations monitor wind speed many of these only make one or two observations
each day at a prescribed time (usually 0900 hrs). To avoid usng such readings, which could
bias the interpolation, only stations with at lead 12 readings each day were used to generate
surface s for daily average wind speed and direction. The stipulation reduces the number of
available data pointsto around 230 — 250 on any particular day (Figure 4.11).
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Figure 4.11. Mean daily wind speed (knots) and numb er of recording stations with at least12
readings each day b etween 1 January 1998 and 31 December 2001

Unlike relative humidity and temperature, wind speed and direction are likely to vary hugely
over short distances particularly close to the ground, but the monitoring network has not
been designed to collectreadings at such a scale (Figure 4.12).
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Figure 4.12. Location of wind monitoring stations with at least12 readings each day

37



4.51 WindSpeed

Seven interpolation methods for esimating wind speed surfaces were compared, using the
RMS error to judge their accuracy and precison as before. The minimum and maxmum
wind speeds predicted by the methods was als used to check how well the different

methods maintained the range of the input data (Table 4.8). Wind measurementsfrom the
27 March 2001 were used for the evaluation.

Table 4.8. Comparison of interpol ation methods for daily mean wind speed (knots)

M ethod Min. estimate M ax. RMSE
estimate
Trend Surface Analys s 8.99 18.11 3.80
Inverse Distance Weighted 6.09 23.80 3.42
Local polynomial 0.29 23.00 3.33
Spline 511 25.27 3.36
Ordinary kriging 5.19 26.43 3.18
Universal kriging 6.32 23.14 3.36
Cokriging 5.19 26.62 3.06

The RM S errors show some vaiation but all methodsproduced a result of less than 4 knots,
the maximum and minimum estimation wasmore variable (the range of the input data was0
— 35 knots). The cokriging method (again using elevation as the covaiiate) resulted in the
lowestoverall eror (figure 4.1.3).
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Cokriging Standard error
Wind speed (knot) Wind speed (knot)
High: 26.169 i

b Low: 5.193

Figure 4.13. Daily mean wind speed and stand ard error maps for 27 March 2001
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4.5.2 Wind Direction

Unlike simple wind speed the direction from which the wind blows has two components i.e.,
orientation and drength, making it a vector rather than scalar quantity. As direction should
be biased in favour of stronger winds an appmach was developed to decompose the
direction and simultaneous speed measurementsinto separate Cartesian components— an
x and a ydirection. Each component was interpolated separately by the usual methods and
then recombined. The final image of wind direction can be difficult to visuali s, as the datais
circular, 0 a palette was defined which arranged all possible values into 45° sectors. A
similar colour was used for winds in the 316° - 360° and the 1° - 45° ranges (Figure 4.14).
The values in the interpolated map covered over 130° (easterly to south westerly), so were
almog com pletely contained within three sectors.

40



Wind direction Standard error

{Degree) Wind direction
] 1-48 (Degree)

| | 46-90

[ | 91-135 -Hizh: 26.05
| 1 136 - 180 ; F

I 181 -223
[ 226 - 270
I 271 - 315
I 316 - 360

by Low: 0.01

Figure 4.14. Average wind direction and associated standard error using ordinary kriging for
27 March 2001.
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4.6 SOLAR RADIATION AND SUNSHNE HOURS

Solar radiation is the primary energy source of many physcal and biological processes.
New DS systemsthat model crop growth, especially those edimating yield components, are
lilely to require some edimate of energy receipts by the cop system.

Far fewer weather stations monitor global solar radiation (GSR) than other weather
variables, such as rainfall or air temperature, mainly due to the high cost of the required
equipment. As the maximum amount of radiation faling on the Earth’s surface is related to
latitude and time of year it would be possble to allocate any field a GSR value based on
what wasreoorded at itsneare st monitoring station. Such Veronoi polygonsensure that the
land arface is as efficiently covered by the data pointsas possble. For example, the 36
stations available to InterMet that record global solar radiation can be used to delimit GSR
edimatesforunsampled areas (Figure 4.15).

Figure 4.15. Alocation of all land areas to the nearest solar radiation recording site

Cloud cover, depending upon its thickness and area can create a sgnificant barrier to
radiation receipts at the ground. The proportion of incident radiation reflected is termed the
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albedo (expressed as a fraction or percentage) is affected by cloud type, = the albedo for
overcast conditions can vary from around 50% for cirrostratusto 90% for cumulonimbus. As
a consequence, over the large areas derived from such a sparse network of measurement
stations, estimates of GSR are likely to be poorly quantified — especially those that contain

coastal boundaries.

Sunshine recorders are more common than radiation monitors (Figure 4.16), so an attempt
was made to relate hours of sunshine to GSR using multiple regression.

Figure 4.16. Location of sunshine recording stations



Sunshine hours alone are only weakly related to the GSR recorded at the same site (Figure
4.17). However, the precison of the relationship was improved by accounting for other
fadors, specifically; station latitude, calculated day length and the proportion of each day
that the sun shone (Figure 4.18). The daylength calculation and therefore the proportion of
the day that the sun can shine isdependant on the latitude and time of year. The variationin
day length between locations dependson their relative north to south position and time of
the year. For example, on 17 October the difference in day length between Exeter (latitude
50.87°) and Carlisle (latitude 54.62°) is 27.5 minutes, while on 20 June the difference is
59.75 minutes.
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Figure 4.17. Relationship b etween sunshine hours and daily globa radiation at Wallingford,
Oxfordshire, throughout 1998
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Thousands

Calculated GSR

30
Thousands

Measured GSR

Figure 4.18. Multiple regression result using the Wallingford data to estimate GSR from
sunshine hours, the proportion of the day that the sun shone and the calculated day length.

The precise values of the coefficients in the multiple regression equation varied by location,
so data from five places was used to produce a generic equation. A comparison between
the recorded GSR values and those calculated using the regre ssion was carried out usng a
paired t-test but they were not significantly different (P<0.05). The general applicability of
the regression equation was tested further by using anotherlocation that was not used to
develop the regrssdon equation, but which had both GSR and sunshine duration data.
Calculated GSR values from this site were again not dgnificantly different (P<0.05) from the
measured values The sunshine hours dataset (which numbered over 180 locations) were

usd to interpolate a continuous map of GSR using the generic multiple regression model
(Figure 4.19).
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Figure 4.19. Estimated GSR for 17 October 2001 based on multiple regression of data for sun
hours
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5. INTERP OLATION OF SOILMOISTURE AND TEMPERATURE

5.1 OUTLINE

Soil temperature and moisture are important to crop production via their direct effects on
plant growth and development, and also indirecly by their effects on pest and pathogen
populations. Genemally however, crop managers have at best cude estimates of soil
condiions Better knowledge of the soil environment is therefore to the aspiration of
predicting crop performance more accurately and to the goal of improved crop management.

This section describes work to implement the use of the van Genuchten approach to
modelling soil moisture (van Genuchten, 1980) and the incorporation of multiple layers to
describe soil within an existing UKMO modelling fram ework.

5.2 CHOICE OF MODELS

In 2002, and for many years before this, the UKMO reported soil moisture deficit (SMD) as
one of the variables available within its sophisticated meteorological reporting package —
Meteorological Office Rainfall and Evaporation Calculation System (MORECS) MORECS
reported on a weeky basis and data were available for 40 x 40 km blocks across the UK
This package reported SMDs for a range of common crops using water balance calculations
based on crop sedfic root density distribution. Initialy it had been intended to use a
modified verson of MORECS within InterMet.

During 2003, howewer, all development work on MORECS was stopped by the UKMO,
because it was superseded by a new system; Meteomlogical Office Surface Exchange
System (MOSES). Following this UKMO dedsion MORECS could no longer be used for
InterMet as the model would have required further development such as allowing a
15x 15 km grid (or maybe at a laterdate even densergrids) to be impossd. Hence, the use
of MOSES became the only option. This inaeased the model development workload for
InterMet (specifically, <cientists at NSRI), because some of the soil elements of the
MORECS system are not available within MOSES.

An altemative option was considered at this time, that was to use the simple water balance
models developed for an EU funded research project; IMPEL 3. These models were
rejected because they only considered arable crops, required detailed aopping information
and raised complex intellectual property issues. MOSES on the other hand, provided a
more generic ap proach which was deemed to be much more appropiiate forInterMet.

5.3 MOSES DEVELOPMENT

In the standard MOSES model, although the soil profile was described by 4 horizons (layers)
of various depths the same soil physical parametersare used to describe each layer. The
program was unable to respond either to soil profiles with more or lessthan 4 horizons, or
where specific and different physical properties were available for each layer. In effed soil
was treated as one layer and therefore vaiiationsin soil properties with depth had negligible
influence on moigure modelling. The MOSES model wasm odified for InterMet, to implement
the use of the van Genuchten appmach to modelling soil moisture and the incorporation of
multiple layers to de scribe sail.

In order to incorporate MOSES into the Model Integration Framework (MIF), soil propery
information for each grid cell was required. This was accommodated by restucturing the
MOSES oode, so that all il related information can be read from an extemal file and
allowing the spedfication of up to 9 soil horizons.

47



In addition, it was necessary to integrate MOSES into the MIF framework and to write
computer code to initially store and then extract the relevant soil physical propetty
information required by the NSRI-modified MOSES model on a sries by seriesand a layer

bylayerbasis

In order that development work on the integration of the NSRI-modified MOSES and MIF
could be done at NSRI, a stand-alone Mini-MIF framework was supplied by EUGD. This
allowed NSRI to develop optimum methods of integration and eliminate, or at least greatly
reduce, any future difficulties in final model integration. Programs have been written to
extrac the relevant soil information required by MOSES on the basis of sail series In
addition, horizon-specific soil moisture and temperature results produced by MOSES were
transferred to the Mini-MIF to be linked to produce grid-based result file s which can be used
in their own rights orasinputs to further models. The integration of MOSES and the mini-
MIF system hasbeen completed.

5.4 INITIAL SENSITIVITY TESTING OF THE NSRI-MODIFIED MOSES MODEL
Soil physical data forindividual layers of eleven contrasting soils were assembled fom NSRI

soil archives (LandlS) and from il moisture release data collected specifically for this
project. Hydraulic parameters were derived from pedo-transfer functions and an input file
built up as shown in Table 5.1. Defail sof the soil parameters calculated for each of the trial
soils are given in Ap pendix 2.

Weather data for Cardington, Bedfordshire, was provided by UKMO at 15-minute interval s
over a six month time period (January — June, 2001) giving a total of 17,472 time deps.

These weather data were supplied in the correct format for direct input to MOSES and
induded the parameters shownin

Table 5.2. An example of thisdataset isgivenin Appendix 1.

Table 5.1. Hydrological parameters required for NSRI-m odified MOSE S s oil data input
files

Parameter Description Units

NS OIL Num ber of sail layers -/-

DZSOIL Sail thickne ss m

B_EXP Exponent used in calculation of soil water suction and -/-
hydraulic

SATCON  Saturated hydrological conductivity of the il kgm?s'

SATHH Saturated soil water suction /-

V_CRIT Volumetric soil moisture content at saturation m>m™ soil

V_SAT Volumetric soil moisture content at the critical point m°®m soil

V_WLT Volumetric soil moisture content at the wilting point m3m= soil

HCAP Sail heat capacity JK'm?

HCON Sail thermal conductivity Wm'K'
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Table 5.2. Weatherdafa parameters s upplied for Cardington as input files for NSRI-
modified MOSE S

Originaldata Code Units
Surface downward shortwave radiation SW Wm*
Surface downward longwave radiation LW W m?
Rainfall rate RAIN kgm? s’
Snowfall rate SNOW  kgm? s’
Air tem perature TA K

We sterly wind com ponent U ms’
Southerdywind component \% ms’
Surface Pressure* PSTAR Pa
Spedfic humidity QA kg kg™

The NSRI-modified MOSES model was run for each soil and a time series of soil moisture
and soil temperature data was generated for each layer (up to 5) in each soil series. The
results of these runs with the Cardington weather data are shown in Appendix 3, and two

examples forBatcombe and Quomdon selies are described below.

5.4.1 Batcombe series

Thisisa dlty clay loam over clay soil that suffers from seasonal surface wetness caused by
slowly permeable subsoils. The moisture content (Figure 5.1) of each layer was arbitrarily
set at field capadty moisture content at the beginning of the sequence (1 January, 2001).
This equates to 45 per cent by volume for the topsoil layer— sm1; 40 per cent for the
subsurface laye~ an2 etc. In the topsoil (sm1) and subsurface layer (sm2) moisture
contents rise to 55 per cent and 49 per cent respectively by time step 3,000 (end of
January). These moisture contents, as shown by the data tables given in Appendix 2, p.3
are equivalent to wlumetic water content at saturation (total pore space). Maisture
contents remain within 2-3 per cent of these levels until the time dep 12,000 (end April).
Topsoil moigdure content should have the capacity to flucduate over a 48 hour period
between 55.8 per cent at saturation and about 45 per cent at field capacity as coarse pores
fill and empty following rainfall and subsequent drainage. Similaly the subsurface layer
(sm2) should fluctuate between 49 per cent (saturation) moisture content and 40 per cent
(field capacity). In fact, it remains static until drying commences about time sep 12,000 (end
of Apiil) when transpiration beginsto draw water from this layer and declinesgradually to
about 35 per cent at the end of the ime sequence. The model does not allow realistic
drainage through its coarse pore space due to gravity between rainfall events from these
upperlayers.
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Figure 5.1. Soil moisture in Batcombe series (January — June 2001)

The modelled soil moisture data predicts uniform soil moisture contents at 41 and 38 per
cent in the dense clay-rich subsoil layers (sn 3 and sm4 respectively) through the January to
April period with a subsequent slight dedine in mdsture content during May and June.
These lewvels are below saturation (46 and 41 per cent respectively) further demonstrating
that the model doe s not allow sufficient drainage of exce ss waterfrom surface layers.

Sail temperatures predided by MOSES for the Batcombe series are given in Figure 5.20.
Topsoil and immediate subsurface layers showappredable diumal variation in temperatures
but aswould be expected temperatures change only dowly in re sponse to grad ual increases
in average daily temperatures in dense subsoils with uniform moisture contents.
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Figure 5.20. Soil temperature in Batcomb e series (January - June 2001)
Soil temperatures predided by MOSES for the Batoombe <sries are given in Figure 5.20.

Topsoil and immediate subsurface layers showappredable diumal variation in temperatures
but aswould be expected temperatures change only dowly in response to grad ual increases

in average daily temperatures in dense subsoils with uniform moisture contents.
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5.4.2 Quorndon series

This permeable sandy loam soil is affected by fluctuating groundwater during the winter half
ofthe year. Forthe first 10,000 time steps (up until early April) topsoil maoisture content (sm1
in Figure 5.3) ispredicted to fluctuate between 27 and 35 per centin response to rainfall,
whichisat oraround field capadty moigure content (33 per cent).
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Figure 5.3. Soil moisturein Quomdon series (January — June 2001)

The hydraulic condudivities of Quomndon soil layers are at least ten imes greater than in the
Batcombe series and the model gives more realidic results for these coarse textured soils.
However, the coarse porosity (drainable pore space) of Quorndon topsoils is between 15
and 20 per cent, so again the model underestimates the rapid drainage of coars poresafter
rainfall. Moigure contents in the other three horizons (sm2, sn3 and sm4) were predicted to

be much less variable than in the topsoil, but nevertheless still respond slowly to peak
rainfall events

Predided soil temperatures for Quomdon sriesare given in Figure 5.4.
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Figure 5.4 Soil temperaturein Quomdon series (January —June 2001)
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The NSRI-modified MOSES output appeared to showed marked differencesin temporal soil
moisture content across the range of soil profiles tested with the Cardington weather data. A
statistical analysis was undertaken to check for any stafistical sgnificance in the apparent

differences. The resultsof thisanalysisfortopsoilsand deep subsoil layers for each soil are
discussed below. In order that the patte ms of change within each time series of data could
be analysd, each time selies was standardized, so that each sequence of data began at

zero soil moisture or zero soil temperature. Repeated measures analysis was used to
examine the data, because every time step was generated from identical weather data and,
therefore, any variation that wasidentified would provide inform ation on inherent differences
between the soils

When the eleven topsoils were compared there were statistically significant differences
between each sail type in terms of moisture content (Appendix 3). The mean step change
was differentin all eleven soil series (Figure 5.5). In particular, the Andoverand Blackwood

series had oongstently large mean differences and Batcombe series had the least
differences in mean soil moisture. Because of the very large dataset involved (174,700

entries) the horizontal bars denoting the 0.95 confidence interval sare too close to the plotted
pointsto showon Figure 5.5.
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Figure 5.5. Mean changes in soil moisture predicted by MOSES for topsoils of test soil series

When the deep subsoil layers were considered all =il types were again statistically
significantly different In this case there were only 9 soil sries represented as both the
Andowver and Bridgnorth series are developed over hard rock within 100 cm depth. The well
drained, sandy Newport series gave the larged changesin mean values followed by Cifton
series (Figure 5.6).

Both these soils were dominated by increases in soil masture at this depth, whilst all other

soils had mean values that indicated drying out to various degrees. It should be expected
that drying would be dominant in a time sefie s running from January to June.
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Figure 5.6. Mean changes in soil moisture predicted by MOSES for deep sub soils of test soil
series

5.5 VALIDATION OF NSR -M ODIFIED MOSES OUTPUT

It was planned that MOSES output would be calibrated againd measured data obtained
from a range of sites across England and Wales. Three fully instrumented experimental
sites were set up duiing the project to measure soil temperature and soil moisture at a range
of depths These sites were located alongside longtem soil temperature measuring
stations. Only a limited number of sites were identified to be suitable for the experiment
because of the need for. space within or adjacent to existing equipment; security for the
equipment; a national spread of sites and, finally, the fadlity to excavate, descaibe and
sample the soil profile. UKMO sites at Cambome in Comwall and Watnall in

Nottingham shire were chosen together with the longtem weather station at Rotham sted
Experimental Station in Hertffordshire.

At each experimental site, six Delta-T soil probes were indalled to monitor the temporal
variation in soil moisture and temperature at 5, 20, 40,60, 80 and 100 cm depth. In addition,
a rain gauge was installed at each location. Detailed il profile descriptions have been
made and the soil profiles characteri sed by laboratory analysis for particle size dass density
and soil water release characteri stics (see Appendix 4). All sites are equipped with remote

access facilities for down loading data using mobile phone technology. Results have been
received from these sitesfrom March 2004 to present.

Twelve further study sites were chosen, where soil temperature sare routinely measured and
reported to UKMO. Here the soil profile adjacent to the soil temperature probes was
carefully described with each horizon (soil layer) assessed and recorded for texture,
stoninessand density. An overall assessment of the soil water regime of the ste wasal
made. In this way information was collected about the physcal soil properties of the
materialsin which soil temperatures were measured. This information could then be linked

to the National Soil Map (NATMAP) to derive gatial extents of these materials. The results
ofthese assessments are givenin Appendix 4

5.6 CORRELATIONOF RESULTS FROM NSRI SOIL TEMPERATURE PROBES
AND LONG-TERM UKMO SOIL TEM PERATURE RECORDERS
Soil temperature probes were installed by NSRI at 3 meteorological dations as close as

possible to existing long-term soil temperature reporting faciliies. The exiging stations
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measured soil temperature at 10, 30 and 100 an depths. The NSRI probes were 10 cm long
and installed at the surface (0-10 an depth), 20 (15-25 am depth), 40 (3545 cm), 60 (55
65cm depth), 80 (75-85 cm depth) and 100 (95-105 cm depth). The differences in the
measurement depths complicate the direct comparison of results. In some cases a
difference of 10 an in depth can mean that ‘equivalent’ probes were installed in different soil
layers A statistical analysis of the NSRI and UKMO soil temperature data is provided in
Appendix 5, a short review of the results from Cambome are given below.

At Cambome re sults were initially compared for the NSRI0-10 cm ‘surface’ temperature and
the UKM O data for 10 cm depth (unfortunately at the boundary between the Ah layer at 0-
10 cm depth and the Bw1 at 10-25 cm depth and hence incorporating data from both). A
good correlation was achieved (Figure 5.7) with a correlation coefficient of 0.964.

Soil temperatur e at Cambourne
Fundion =2 6988+.8 9*x

24

NSRI temp at surface

Met office temp at 10cm

Figure 5.7. Comparison of soil temperatures at NSRI ‘surface’ and UKMO 10 cm depth

NSRI soil temperatures were slightly higher than UKMO values except for about 20 days,
which occurred mainly when temperatures were above 17°C.

When the UKM O probe at 10 cm depth was compared with the NSRI probe at 20 an depth
(Figure 5.8), there was again a good correlation with a correlation coeffigent of 0.958. Again
NSRI temperatures are generally higher than UKMO valuesby up to 2°C but above 16°C
there isanincreasing trend for this relationship to be reversed.
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Soil temperature at Cambourne
Function = 3.79+0.8"X

NSRI temp at 20cm

Met office temp at 10cm

Figure 5.8. Comparison of soil temperatures at NSRI 20 cmand UKMO 10 cm dep ths

The comparion of NSRI 40 cm depth probe and the UKMO probe at 30 cm depth gave no
significant difference b etween the two with a correlation coefficient of 0.991 (Figure 5.9).

Soil temperatur e at Cambourne
Furction =-0.00087+0.997*x
22

NSRI temp at 40cm

Met office temp at 30cm

Figure 5.9. Comparison of soil temperatures at NSRI 40 cmand UKMO 30 cm dep ths

The comparison of temperatures at 100 cm depth gave surprising results. An overall
correlation coeffident of 0.993 was achieved but there appears to be two relationships within
the measurements; one when the soil is warming up and another when the soil is cooling
(Figure 5.10). The change occurs on 11 August 2004. When the data are divided at this
date to separate the waming phase from the cooling phase the correlation coefficient for the

warming cycle is0.998 and 0.999 for the cooling phase.
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Soil temperature at Cambourne
Function = 0.5124+0.934*x

NSRI temp at 100cm

Met Office temp at 100cm

Figure 5.10. Comparison of soil temperatures at NSRI 100 cm and UKMO 100 cm depths

Overall there was a good correlation between soil temperatures measured by NSRI probes
and the UKMO recorded data. Reoords from all ‘equivalent’ depths were statistically
correlated and all correlation coeffidents were above 0.90.

5.7 INTEGRATIONOF NSRI-MODIFIEDMOSES INTO THE INTERMET MODE L

INTEGRATION FRAM EWORK (MIF)

To facilitate project development work at Silsoe a stripped down version of the Model
Integration Framework (Mini-MIF) was provided by Mike Minter of UEGD for stand-alone
work at Silsoe. Mini-MIF incorporated the functions that allow the extraction of necessary
meteorological variables from the modelled surfaces within MIF that had been produced by
other parts of the InterMet project (UEGD and CSL inputs) to run the soil moidure and soil

temperature predictive model (MOSES)

The original project aim was to link the predictive soil modd (NSRI-modified M OSES)
directly to MIF to demonstrate the feasibility of produdng a nation-wide surface of soil
moisture and soil temperature. Sail properties had been verified in-situ at 12 UKMO sail
temperature measurement dtes spread across England and Wales (Appendix 4). These 12
sites should have formed a national validation network for reviewing the quality of soil
moisture and soil temperature outputs rom MIF via the MOSES model.

MIF was developed using FORTRAN progmmming, as a research tool at USGD, at an eaiy
stage of the InteMet project though NERC funding. Several meteorological data surfaces
were deweloped at a range of grid sizes and installed on MIF (rainfall, tem perature etc).
Following the completion of the USGD input to InterMet, MIF and associated meteorological
surfaces were transferred to CSL, York to be run alongside the lage dataset of met data

assembled for the Inte rMet project.

Since it has been housed at CSL, MIF has been updated and following that update
meteorological surfaces can nolonger be extracted to run on the NSRI version of Mini-MIF.

In order to fadlitate alimited but rigorous appmisal of the soil moisture and soil tempemature

data predicted from the NSRI-modified MOSES model, three we ather datasets, one for each
of the three research sites (Cambome, Watnall and Rothamsted) were purchased from the
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UKMO. Thes have been used as surogatesfor weather surfacesthat would be produced
within MIF. The results of this appraisal are discussed below.

5.8 REVIEW OFPREDICTIONS OF SOILMOISTURE ANDSOIL TEMPERATURE
FROM NSRIMODIAED MOSES AND MEASURED DATA AT CAMBORNE, WATNALL
AND ROTHAMSTED

All weather variables that are required to mun the NSRI-modified MOSES model were
purchased from UKMO for each of the Cambome, Watnall and Rothamsted experimental
sites in April 2005 to cover the period of soil moisure and soil temperature monitoring
(March 2004-March 2005). On delivery these data, with a 15 minute time step, were
transposed into 3 separate MOSES input files one for each site according to the methods
outlined in Appendix 1. The soil physical properties measured at the three sites were
manipulated through pedo-fransfer functions to provide spedfic soil input filesfor each site

(Appendix 2).

NSRI-modified MOSES wasthen mun for all three sites using the site gedfic weather and
sail input data files. The soil moisturetemperature probes provide houry records. For the
purpose of this review one drying and wetting cycle was used with a subset of data taken
from the on-site installation (30" March 2004 at Watnall, 2" April at Rothamsted and
14" April at Cambome) up until 12" November2004. A full analysis of the resultsisgivenin
Appendix 6. A short review of the results for Camborne isgiven below.

Soil moisture measurementsfrom the il moigure probe at 5cm depth (inserted at 0-10 cm
depth) and the predicted values for 010 an depth from MOSES are given in Figure 5.11
and Figure 5.12.

The soil data to run the MOSE S model is generated from the analytical results of tin samples

taken at 2-7 cm depth. Figure 5. plots the two datasets from 14™ Apiil to 11" November
2004. The measured il moigure initially shows variation around field capacity moisture
content (50 per cent wolume) reflecing heavy rain immediately after installation and
subsequent early spring rainfall events There is rapid drying in early May as transpiration

increase sand wilting point (15 per cent volume) isachieved at several timesin the summer.

There are two peaks in the histogram of measured data (Figure 5.12, right hand side)
reflecting field capadty and wilting point. These peaks are not evident in the modelled data

(Figure 5.12, top histogram). The modelled data fails to drain below about 40 per cent
moisture content even though the marked variations in moisture content shown by the

measured data are reflected in a subdued form in the modelled data.
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Figure 5.11. Measured and modelled volumetric soil moi sture contents in Ah horizon (0-10 cm
depth) at Cambome
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Figure 5.12. Measured vs modelled soil moisture contentsin Ah horizon at Camborne

The next horizon, Bw1 at 10-25 cm depth, is represented by soil maoisture predictions based
on MOSES using il information derived from tin samples taken at 11-16 cm depth to
repre £nt the whole horizon and soil moisture measurementsat 20 cm depth (probe inserted
at 1525 am depth). Figure 5.13 and Figure 5.14 demonstrate a better correlation between
modelled and measaured data, although the modelled data are again less responsive to
changes in moidure content and fail to predict the short periods of saturation (up to 50-
55 per cent wlume) or the longer peliods when the soils approach wilting point moisture
contents (1520 per cent volume) in late June and early August (@around time step 2000 and
3000 respectively).

58



Camboume

015 ===Mod el led"soil moisture (10-25cm)
=—Measiredsoilmoigure at20cm

0 1000 2000 3000 4000 5000 6000

Time

Figure 5.13. Measured and modelled volu metric soil moisture contentsin Bw1 horizon (10-25
cmdepth)at Camborne
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Figure 5.14. Measured vs modelled soil moisture contentsin Bw horizon at Camborne

Figure 5.13 demonstrates a lack of sensitivity in the modelled data immediately after
indallation. Heavy rainfall in the days following indallation increase s moisture content by 50
per cent (30 per cent moisture content on installation to 45 per cent a few days later), while
the modelled data only predicts a 20 per cent increase (30 to 36 per cent moisture conte nt).
This restiicted response to rainfall is probably due to an in-built barier within MOSES that
artificially redricts the amount of rapid water movement down through coarse pores within
the soil profile. Some program ming adjustments are required to overcome this defect.

Adifferent set of modelling errors are demonstrated by the examination of results from deep
in the soil profile (Figure 5.15 and Figure 5.16). Here soil information to run MOSES is

derived fom a sample taken from the Cu horizon at the base of the profile at 78 to 83 cm,
whilst measurements were obtained from a probe at 80 cm depth (75-85 cm)
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Figure 5.15. Measured and modelled volumetric soil moisture contentsin Cu horizon (78-85
cmdepth)at Camborne
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Figure 5.16. Measured vs modelled soil moisture contentsin Cu horizon at Camborne

In both plotsin Figure 5.15 the range of variation is snall (4 per cent in the measured and
7 per cent in the modelled moisture contents) Furthermore the rises and fallsin moisture
content correlate well. However, there is marked discrepancy in the overall volumes of
waterpredicted by the model and measured in the field. The general rule whereby all model
runs were started at field capacty moisure content does not work well in these materials as
it leads to a greater than 20 per cent discrepancy between the modelled and measured data
thoughout the observation peiiod. Thisis probably for one of two reasons or maybe a
mixture of both. The soil at this depth was described as very moist and extemely stony
(more than 75 per cent stones and hence less than 25 per cent fine earth between the
stones). It isvelry difficult to take small undisturbed sample tinsin this type of material and
large errors in the assessment of field capacity moisture content can be made. Allowance
should be made for the water release characteristics of the stonesin thislayer. Futhemore
it isreported thatthe shattered mcklayers at the base of these soilsin Comwall can act asa
conduit for groundwater, which is perched above the hamd impermeable slate bedrock
(Harrod, 1975). If groundwater is present in these soils the MOSES model does not at
present take this source of water into consideration in its predictions. MOSES integrates
rainfall as the wle water input to its moisture content calculations. Following further
monitoring at this site, a be d fit stating point hould be e stimated forthe moisture content of
this layer. From current data thisis lilely to be around 45 per cent. If thisvalue had been
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taken for starting the modelling the comrelation with measured probe data would have been
very good.

Short comings have been identified in the edimation of soil water by the MOSES model

approach. Recommendations for overcoming these are given later in this report. However,
edimates of soil temperature from MOSES are much better and relatively good correlations
are achieved between measured and modelled temperature data (Figure 5.17 - Figure 5.19).
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Figure 5.17. Measured and modelled soil temperaturesin Ah horizon (0-10 cm d epth) at
Camborne
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Figure 5.18. Measured and modelled soil temperatures in Bw horizon (10-25 cm d epth) at
Camborne
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Figure 5.19. Measured and modelled soil temperaturesin Cu horizon (78-85 cm dep th) at
Camborne

5.9 CONCLUSIONS

5.9.1 Soil moisture assessme nt

A key challenge when MOSE S was selected as the preferred model was to ensure that its
coding and/or input files were suffidently flexible to allow the model to be used with the full
range of soil physical properties that occur across England and Wales. A sensitivity
analysis of the NSRI-m odified MOSES model was carried out usng twelve contrasting soils,
which had between 1 and 5input layers (soil horizons), a range of soil textures (loamy sand
to clay) and hence arange of hydraulic properies. NSRI-modified MOSES was run for each
of these ilsusing a standard 6-month weather dataset for Cardington, Bedfordshire. The
sensitivity analysis showed that the model differentiated betwee n all il sand the differences
were datigtically significant in all cases.

5.9.2 NSRImodified MOSES model issues w ith soil moisture usingsite -specific
weather and s oil data

When running MOSES for subsoil layers there can be uncertainty as to the level of soil
moisture with which to start the model running. In this review MOSES was considently
started at the field capacity moisture content relating to the soil layer under consideration.
This generally worked well as the model runs started in late March or early April (within the
field capacity period of the sites). Howeverin very stony subsoil layers at Cambome thereis
some uncertainty about the level of field capacity moisture content. The values calculated
from the analysis of tin samples fom the site were considerably lower than the moisture
levelsmeasured on dte by the moidure probes. The discrepancy resulted from the inherent
variability often found in very stony samples. Soil secific protocols are required for
assessing optimum il moidure content for initiating MOSES model runs.

Overall soil moidure predictions from MOSES are less responsive to rainfall or drying than
the measured values. During the field capacity period, data from the soil probes
demonstrate clearly that there are large fluduations in moisture levels associated with
rainfall events when air-filled coarse poresfill with water onlyto drain by gravity over the 24-
48 hour period following the rainfall event. The MOSES modelled data do not show the
same level of variation. Adjustments to the intemal programming of MOSES or to the input
files will be required to more accurately reflect the different rates of water movement in
coarse pores (where gravity can act) compared to fine pores.

Soil moisture predictions are betterin well drained stoneless soils than is the case in stony
soils affected by fluctuating groundwater. MOSES does not recogni s the potential influence
of groundwater source s augmenting the water content of some sub il layers and additional
programming, eitherto MOSES internal code or toinput filesis required to implement this.
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5.9.3 Soail tem perature issues

The initid sensitivity analysis of the NSRI-modified MOSES model indicated that
statistically significant differences in soil temperature were being generated by the model
when it was applied at a range of sail typesbased on weatherdata from Cardington.

Genenally very good corrlations were obtained between the existing UKMO sail
temperature probes at Camborne, Wathall and Rothamded and the Delta-T probes
indalled during this project. However, lower layers at all sites indicated different
relationships between the two soil temperature measurements when the soil was on a
warming curve as opposed to when cooling down. Further evidence gathered from vidts to
the network of 12 soil temperature validation sites, suggests that different methods of soil
probe insertion may have been used over the last 50-100 years. In very stony or rocky sub-
sails the practice seems to have been to dill a larger hole than necessary, insett the
temperature probe and then back-fill with sand to produce a dose fit. The NSRItechniquein
very dony materalsat Cambome wasto drill as amall a hole as possible, 0 that the probe
is held as tight as possible from the outset and to only backfill around the probe with
material taken from the same layer. In this way the probe is taking measurements within
material from the depth of interest rather than from within a column of sand which may act as
a preferential conduit for heat when it is waterlogged and actas a thermal blanket whendty.
Further research is needed into the methods of insertion of the deep (1 m) soil probes,
egedallywhere hard or shattered rockis likely.

5.9.4 NSRImodified MOSES model issues with soil ftm perature using sife -s pecific
weather and s oil data

Owerall, predictions of soil temperature were better than those for soil moidure. Using
Cambome as an example, the modelling of topsoil temperature variations is reasonably
good and the bimodal distribution of measured temperatures is matched, albeit less strongly,
in the modelled output. In subsurface layersthe modelled il temperature values show a
stonger relationsip with measured data than was apparent in the top il (see Appendix 6,
p.13-15).

5.10 RE COMM ENDATIONS

5.10.1 Model improvements

There are several partsof the NSRI-modified MOSES model that should be refined in order
that the MOSES soil moisture predictions are improved. At present MOSES predidions are
unresponsive to temporary inceases in water content above field capacity. This occurs
thoughout the winter when coarse pores fill with water after rain and then drain under
gravity within a few hours or at mog¢ 12 days. Some sandy soils can be made up of 20 per
cent by volume of this size of pore (>60u). It islikely that some form of dual porosity proce ss
will have to be incomporated into MOSES, either as intemal code or through the soil input
files.

A robust mechanism is needed to identify the moisture content at which to start the model
running, especially in subsoil layers. Further work is required on the effect of dones of

varying type on il moidure release characteristics. Pragmatic methodologies are required
to provide optimum moigure contents with which to initialise the model runs.

The validation of the NSRI-modified MOSES model was carried out usng site-specific soil
property data which incorporated il hydraulic properties measured for individual holizons

described in detail fom Cambome. These local data should also have been available for
Rotham sted and Watnall. However, laboratory technical difficulties meant these data were
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not available in time for the validation exercise and LandIlS soil data were used to
characterise the Bromsgrove and Batcombe soil seriesidentified at Watnall and Rotham sted
respedively. Further validation of the NSRI-modified M OSES model should be undertaken
udngthe local soil property data when available.

5.10.2 Compatibility with MIF

The NSR mini-MIF system (induding the re-engineered MOSES program) must be made
com patible with the new CSL project framework (MIF2) thathasbeen developed snce MIF
moved to Sand Hutton. This requires similar reprogramming that was undertaken when
MIF was converted to MIF2.

Although the NSRI-modified MOSES model appears to be working well with the UKMO-
supplied weather data for Cambome, Watnall and Rotham ded, it still has to be linked to
weather surfaces generated by InterMet research and held in MIF2. A comparison of
running NS RI-modified MOSES with UKM O-derived data and MIF2 surfacesisrequired and
this comparion should be extended to incorporate a review of MOSES run on weather data
generated by the new UKMO NIMROD sydem.

5.10.3 New weathersurfaces

Before detailed compailisons can be drawn additional weather surfaces will have to be
generated to cover the needs of MOSES for cloud cover. InterMet has some extensive runs
of radar weather data which could be used for this purpose. Interpolated valuesfor solar
radiation will also be required.

5.10.4 Implementation trial area

The next stage ofincorporating soil moisture and soil temperature into an operational system
isto carry out a feasibility study for a trial area (100 x 100 km block) such as Kent as
identified in the original project specification. Thiswould enable NSRI to test the use of the
1:250,000 broad-scale national soil map as well as gnall aras of detailed 1:10,000 scale
soil data. A system would require:

e Genenmtion of soil information for MOSE S soil input fileson a grid bass —at 10, 5
and maybe 1 km intervals where detailed soil informationis available.

e Genenmting land use data on similargrids to abo ve.

e Reviewing the feasibility of letting operators select soils and land use from a menu of
background sils and land uses in oder to satisfy individual needs. The system
would then be run usng their selected site-specificdata. There isan everincreasing
need for more detailed infomation, and this would provide a bonusforland owners
who have invested in collecting inform ation about theirland and soils.

Any operational system s should be built around and integrated with the MIF2 at CSL.

5.10.5 Validation requirements

Soil temperature and soil moisture predictions from MOSES require further rigorous
validation. In tems of soil moisture, further research questionshawe arisen regarding how
MOSES can be engineered to deal with the broad group of scils suffering at varying degrees
from waterlogging by groundwater. Some form of blocking mechanism will have to be
incorporated into the model for susceptible soils whereby through-flow is strictly limited at
certain times of the year or maybe the blockng mechanism is progressively triggered by
certain levels of antecedent rainfall. This resarch will require further soil moisture
monitoring site s across soil sexhibiting a range of groundwater wetness.

The network of twelve characterised soil temperature sitesis sufficient to give a national

spread but if a trial operational system is attempted a group of UKM O soil tem perature sites,
within the trial area, should have their soils characteri £d for future validation purposes.
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If an operational sys¢em isdeweloped and soil moisture or soil temperature data from MIF
are used to un external models, such as some of the disease models held by CSL, then
there will be a need to validate the results from these models in tem s of the soil moisture

and temperature inputs.
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6. DISTANCE BETWEEN FAELDS AND WEATHERSTATIONS

6.1 OUTLINE
This section examines two important considerations for the proposed InterMet service. More
specifically, the quality of the service will depend greatly upon the location for which a client
requests data:
o0 And the distance to the nearest network station that can supply the requested
measurement (orderived, but not interpolated, value)
0 The densdty of network stations that around the location for which an interpolated
measurement is reque sted.

6.2 APPROACH

InterMet will deliver access to meteomlogical records; by providing direct measurements
from the recording stations and al®, estimates for unmeasured locations that are
interpolated by reference to the recording network. To examine the distances likely between
unmeasured sites and the nearest recording station, the range of distances between
randomly chosen fields and the nearest weather station were calculated. Field locations
were provided by the 419 samples cdleded by the annual wheat disease survey
(www .cropmonitor.co.uk) of 2000. The survey stratifies sampling according to the area of
wheat within each region, so that the number of samples with each region depends on the
area of wheat grown. The recoring network comprised all of the weather dations supplied
forthe InterMet project.

6.3 RAINFALL

Inthe Intemet database daily rainfall totals were meas ured from 1 January 1998 to 31 December
2001 at about 2300 stations across Engand and Wales. To coincide with the wheat survey data, only
stations that had acontinuous daily record of rainfdl between 20 April and 20 June 2000 were used
(Table 6.1).

Table 6.1 - Shortest distance between rainfall recording stations and annual disease survey
sample fields for different regions

Distance Distance range (0.1 Km to 22.5 Km)
gulg.rcentage Within 3km [ 3—6 km 6—-10km | >10 km Total
East 40 45 18 0 103
Midlands 31 64 25 2 122
North 13 27 23 18 81
South East 14 17 5 0 36
South We st 21 23 2 0 46
Wales 7 18 6 0 31
England and Wale s 126 194 79 20 419
Percentage of total 30.1 46.3 18.8 4.8 100
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The national situation reveds that nearly 90% of the survey locations were within 9 km of a rainfall
monitoring station (Figure 6.1).
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Figure 6.1 - Histogram of the number of weath er stations recording rainfall in increasing
distance groups across England and Wales

6.4 TEMPERATURE

Temperature was measured over the same period as rainfall at about 450 stations across
England and Wales. Of these about 50 stations had infrequent records and more than 230
stations measured the temperature only once a day, only approximately 150 stations had a
continuous hourly record over the four years. For the purposes of calaulating distances to
the nearest weather station, only those which had at least eight hoully observations on each
day between 1 November and 30 November 2000 were included (Table 6.2). Neary half of
the sites were within 15 km of the nearest recording station and most were within 30 km.
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Table 6.2 - Shortest distance between temp erature recording stations and annual disease
survey sample fields for differentregions

Distance |Distance range (0.9 Km to40.6 Km)

ggg'menta ge Within 15 kn 15 -30 km 30—40 km Total
Ead 48 50 5 103
Midlands 48 66 8 122
North 41 35 5 81

South East 19 16 1 36
South We st 20 24 2 46
Wales 18 12 1 31
England and Wales 194 203 22 419
Percentage of total 46.3 48.4 5.3 100

6.5 IDEAL LOCATIONS FOR RECORDING STATIONS

The aurrent network of weather stations available to the ArableDS decision support system
comprisesaround 100 locationsfrom across England and Wales (a further 30 dationslie in
Sootland and Northem Ireland). The stations are not seleded with any reference to the
majorwheat growing locations, so many have low potential influence that d ce s not justify the
cost of supplying their data from the UKMO. Using the 107 regigered users of ArableDS in
2004 an attempt was made to find the ideal locations for weather stations that would
minimise the distance to DSS users while requiring asfew stations aspossible.

Over 80% of the ArableDS users were within 40 Km of their nearest UKM O station of those
supplied to support the DSS. Using this distance as the ideal maximum, buffer zones of 40
Km were defined (Figure 6.2) around the ArableDS users and scaled to between one and
zero (from most to least favourable).

The same procedure was u<ed for the locations of the weather stations currently supplied to

ArableDS by the UKM O therefore using the existing station locations as a starting point for
the potential optimised network.
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Figure 6.2 — Favourability of locations centred on existing users of ArableDS in 2004, up to a
maximum rang e of 40Km

Multiplying the two images together producesa map which highlights the optimal locations
for weather stations based simply on proximity to exiding DSS users and their current
sources of weather data (Figure 6.3).
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Figure 6.3 Position of optimized locations based on the combined parameters of distance to
existing ArableD S users and UKMO weath er sources

Usdng the darkest areasas a guide a total of 31 weather dations were located across
England and Wales (Figure 6.4).
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Possible new stations

Figure 6.4. Possible locations for weather station network to independently support the
registered users of ArableD S

The distance between the registered ArmbleDS users and the postions of these new stations
was calculated. The more targeted network uses 70 fewer stations than the UKM O network
but puts more users closer to a source of weather information (Figure 6.5). Asthe number

of registered users of ArableDS e xpanded, the supporting network of weather dations could
be periodically re-evaluated to optimise their locations.
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stations compared with a more targeted network
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7. THE USEOFINTERPOLATED VARIABLES IN DE CISION SUPPORT

71 OUTLINE

Weather data are a crucial requirement for mog Decison Support Systemsto aid crop
management Most of these have been developed with the expectation of usng local
records from exi ging meteorological networks, or from independent, farm secific recording
stations. The impacts from using interpolated data are generally untested.

This ®ction examines how the use of interpolated meteorological variablescan be used to
inform decision support system s The work evaluates DS tools at three levels of complexity:
o fomal sydems, Smith Periods and BLITE CAST, designed to measure ri sk from
potato blight
0 a simple accumulated tem perature model, typically applied, for example, to estimate
the harvest datesforproduce
0 national sammaries of long-term regional risks, in thiscase to wheat lodging

7.2 INTERPOLATED VARIABLES FOR PREDICTING POTATO BLIGHTRISK
Many potato growers are encouraged to use dedsion support (DS) tools when scheduling

fungidde applications to control late blight. Such tools may save unnecessary sprays in
some seasons and they can help to justify fungidde inputs to show adherence to a
production protocol. Late blight infection is strongly dependant on the weather, so DS tools
need a source of meteorological data on which to base theiradvice. Farm based weather
stations have be come widely available in recent years, but it isimpracicable to establish and
maintain one in every potato field  Alternatively, observations from an existing,
profe ssionally maintained, network could be used for blight wamings, but these will be at
varying distances from potato crops. This fudy aimed to compare how blight wamings
based on the latter type of network might change if the DS results were spatially
interpolated, rather than simplytaking the DS result from the nearest weather station.

7.21 Approach

Hourly weather data from ower 300 observing dations was obtained fom the WK
Meteorological Office (UKMOQO). Only those 220 stations that had a near complete st of
hourly readings between 1998 and 2002 were used (

Figure 7.1). The temperature and relative humidity (RH) data from these locations were
used to find the date of the first Smith Period (Smith, 1956) in each of the five years.

An additional data st detailing the date and location of initial observations of late blight
infection in fieldsacross England & Wales wasobtained for each of the five years. This was

used to produce five maps of apparent infecion date using a spline based satial
interpolation method (Hutchinson, 1995), as an example Figure 7.2 isthe map for 2002.

Usng the date of the first Smith Period results from the weather station data two further
maps can be produced, each of the forecasted outbreak date. One is produced usng a
similar method of spatial interpolation as the actual outbreakmap. The spline method was
prefered as it makes no assumptions about the didribution of the input data which was
usially skewed. The second map was produced by allocating e very point the same value as
the nearest weather station. This was effectively a ssimple method of interpolation known as
Thiessen Polygons where every location within each polygon has the same value (Figure
7.3). In both cases final maps were constrained by the potato cropping area (Figure 7.).
Each of these maps can be subtracted from the actual outbreak map to give a third map
which in each case shows the sze of the waming, in days that the Smith Period fore casting
scheme gave for that year. As a final step each waming map was reclassified into three
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categories; waming too late (<10 days), an ideal warming (10 — 21 days) and a warming
which was too early (>21 days, Figure 7.5). Using the potato hectarage map (Figure 7.) the
area of potatoes within each waming category can be calculated and compared with that

produced by the opposite method overthe five year period (Figure 7.6).

To investigate the influence of interpolation over a longer period the weather station data
was used to calculate a season long (1 June to 30 September) total of severity units defined
by the BLITECAST forecading scheme (Krause et al., 1975). The average tempemture
during a period when the relative humidity rises above 90% defines five classes (0 —4) of
inceasing favourforlate blight infedion (Table 7.). Once again a pair of mapsfor each year
were generated, one based on polygons and the other usng spline interpolation. The area
of potatoes within five severity total size groups (<25, 25 -50, 50— 75, 75 — 100, 100 —125)
was calculated and compared for years 1998 -2002 (Figure 7.7).

Ci
°
o I’
.
°
°
o)
°
o .' °
.
& awe
° . \d °
o 2 o, °
°
0 ® o .
o
o
oo i
A S.. ¢
4 ,®® ° °
[ L4 ° ?
° ° o® l‘.
o ° o 1 . ° °
°
° CQ: 1 * ¢ .(..
¢ L o ° 3. ]
° e o
"‘..o. G
. °
) ° e . ¢ °
° e ..o o
° A °
o 9 o ° '. ., . 3
° **2% o &
° o % o .o ° °
o o °® o
o e o® =.
.u.O.. ..lOo...
R P T
S o @0 & .
°
e ° o fe—00
°° 3 ° ¢

Figure 7.1. Location of UKMO weather stations with near complete hourly records between
1998 and 2002
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Figure 7.2. Example of late blight infection date generated from about 20 field reports and
smoothed with the thin plate spline spatial interpolation technique.

Figure 7.3. Allocation polygons of all areas to the value of the nearest weath er station
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Figure 7.4 Potato growing areasin England & Wales, 1997. Grid is defined by 2km x 2km
squares, lightshaded areas have <5 hectares of potatoes in 4 square km, dark areas have >5
hectares in 4 square km.
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Figure7.5. Infection warning categories based on actual outbreak datt minus forecast outbreak date and
redassified.

7.22 Date of first Smith Period

There were no datidically sgnificant changes in the area of potatoes within each waming
category when spatial interpolation was used (Figure 7.6) However, the year to year
variation was lage resulting in a wide standard error range, the tendency was for gatial
interpolation to give fewer early wamings but more later wamings

7.2.3 Seasonal total of blitecastseverity units

Spatial interpolation caused a statistically sgnificant shift from the first seveiity total category
(<25 or lowest risk) into the second category (25 — 50). This meant that the interpolation
resulted in more infection wamings under the BLITECAST scheme and therefore probably
more recom mendationsto apply fungicides(Figure 7.7).
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Figure7.6. Effectof spatial interpolation on the areas of potatoes falling within three warning
categories based on the Smith Period forecasting scheme, 1998 — 2002

Table 7.1. BLITECAST severity units (0 —4) defined by mean temperature during high hu midity

periods.
Sevwerity Class
Hours 290% Relative humidity

Mean temperature 0 1 2 3 4
rangelf C

7.2-11.6 15 16— 18 19 — 21 22 -24 25+
11.7-15.0 12 13-15 16 -18 19 — 21 22+
15.1-26.6 9 10-12 13-15 16 —-18 19+
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Figure7.7. Effectof interpolation on the seasonal total of BLITECAST severity units, 1998 —
2002.

7.2.4 Impact ofinterpolationonrisk w arnings

The result for the comparison on the date of the initial Smith Period was confounded by a
poorly peforming spatial interpolation in the majoiity of the five years Although the average
differences between the ‘Too Early’ and ‘Too Late’ waming categories was large, so was the
annual variation. The BLITECAST severity unit data was more amenable to interpolation.
This was probably because it was derived from a longer series of readings (122 days) at
each weather station rather than the initial Smith Period date which was a dngle event.
However, it was more instrudive to compare the se two different type s of derived variable.

The result for the seasonal total of BLITECAST <sverity units had a much lower amount of
annual variability and the sline method of spatial interpolation worked more consistently.
The intempolation will honour the input data values at the known locations but acts like
stretching a ubber sheet between points so producing a smoother output than the smple
polygons. The net result isa move towards the average value of the input data, in Figure
7.7 this is seen as the greater normality in the didribution of the spline interpolated data in
com pari son to the polygon data.

Spatial interpolationis a complex field in term sof the mathematics that can be employed on
the problem and ab solute accuracy can be hard to define. The weather data available to this
project was used to derive two absftract variablesrelated to late blight infection risk In both
cases the non-normal distribution of the input data redricted the choice of interpolation
method, in particular it would have been inappropriate to use the geostati stical technique of
Kriging (Webster, 1996). Howewer, the raw weather data could be analysed by geostatistical
methods even though it would condderably lengthen the procesdng time required. A mean
temperature and an ‘hours above 90% RH’ surface at 4 km? resolution would need to be
generated foreach day of each season and the two forecasting schemes run for every pixel
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of the potato growing area — 20,244 cells each day. Such an approach may lead to amore
consident interpolation performance and a clearer answer to what difference gatial
interpolation, rather than simple allocation, could make.

The low frequency of confirmed reportson the location of late blightinfection during the five
years for which weatherdata was available was a weak spotforthese analyses. There was
no network in place to collect rigorousinformation on the appearance of the diseas across
England and Wales. The estimates of pathogen infection date were based on 20 — 25
reports each year some of which were quite vaguely located. In contrast a scouting network
indigated by the Biitish Potato Council for the season in 2003 resulted in 104 positive
identifications of late blight with excellent location information. Unfortunately, the weather
data available to the pojed does not stretch far enough into 2003 to be able to use the
diase outbreak data.

7.3 TEMPERATURE SUMS

In 1735 Réamur suggested that the biological development of an organism proceeds only
when a certain number of heat unitsis have been accumulated. The general veracity of that
observation has been demonstrated for many biological processes in the intervening years.
Asa oonsequence, simple models of temperature accumulation are often proposed as the
basi s for a wide range of crop management decisons Almost certainly at current, thistype
of simple temperature sum algorithm isthe most commonly used type of formalized model in
crop management. As a consequence, it is important to understand the impads of
interpolation methodologieson the estimates of temperature sums.

7.31 Approach

InterMet oftware (Jarvis 2001) is structured to allow multi-temporal environmental models
to be closely coupled with the input grids of weather data. As a simple example, this
combined interpolation and modelling approach was used to linkinterpolated daily maximum
and minimum temperatures with an accumulated temperature model (Anonymous, 1969).
This smple measure of the aggregate warmness or coolne ss of areas has been the starting
point for many climatological and biological modeliing studies.

The particular method of interpolation used in this example was a pattial thinplate line
function (Hutchinson, 1991), which incorporated factors influencing topoclimate such as the
elevation, digance from coast and degree of urban coverage, at a resolution of 1km. From
the values interpolated at each 1 km cell of the landsape the accumulated temperature, or
number of degrees by which the maximum value exceeds a base temperature of 8.5°, was
calculated for each day of the year 1976. The sum of these exceedances throughout the
year is known as the annual degree-day total. Figure 7.8 illustrates the geographical and
temporal differences in this model result over the national extent of England and Wales. A
stong north-south gradient is evident in the values for both years shown, whereas the hot
summer of 1976 resulted in much larger totals for accumulated degree-daysthan the cooler
year of 1986.
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Figure 7.8. Estimated accumulation of temperatures (°C) using UK Meteorological Office
method of degree-days (Anon, 1969) over a base temp erature of 8.5°C in 1976 and 1986,
England and Wales

Importantly in the context of the argument for wider incorporation of spatially referenced
meteorological data in agricultural DSS, Figure 7.9 shows the results of peforming a coss-
validated assessment of the eror in the daily maps of degree days that were used in the
calculation of the annual total s of Figure 7.8. Errorhere isreported as the root-mean-square
error (RMS), first summed by day, then totalled for all days in the year. Figure 7.9 illustrates
the differences in acauracy that result from using two different types of intepolator - the first
is the simple Voronoi/Theissen Polygon method of partitioning space, where the value
edimated at any location is simply the value at the nearest observation point. This mimics
the process of using data from the nearest meteorological station, when trying to extend
edimation to other locations The second method is the more sophisticated spline method.
For a range of base temperatures used in the degree-day model computation, Figure 7.9
shows that the 9line method produces errors approximately three times smaller than the
voronoi method. In some cases, using data from the nearest station only will lead to RMS
errors of over 200 degree days, which referred to Figure 7.8 is mor than 10% of the
edimated annual totals.

Whilst a national scope is necessary for cettain fom s of risk assessnent, the InterMet
technology can also be used to explore the geography of daily agro-meteorological
conditions for specific regions Fgure 7.10 shows a detailed analysis of degree-day
accumulations within the Vale of York over a year. The rapid changes in topography across
an extent of 50 km leads to a wide range in the degree-days accumulated in different
locations, with the values calculated for valley floor locations roughly twice those computed
on the nearby moors. For tactical crop management decdsions, for example about the
control of peds, farmers also need to know how the conditions favouring ri sk alter from day
to day. Figure 7.11 illustrates, for the same ara of Yorkshire, differences in the day in the
year (Julian Date) at which a certain number of degree-days have been accumulated. Again,
marked geographical differences in these dates occur, even within this relatively small
region; the warmer valley floor areas reach the threshold value after about 160 days (ealy
June), whereas some areasup on the moorsdo not reach the same threshold before 190
days (eady July) A knowledge of these geographical differences could be used to give
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advice tolandowners on when to apply control measures much more locally specific, helping
to reduce ineffective and unne cessary applications

a —_
=) =)
- Q.8
o B
SEs
ol ]
O M=
SACE
] S @ Voronoi
= -2
1 -
~ 19

Splines Interpolation method

10 8.6

Base temperature (OC)

Figure 7.9. Residual Mean Square Errors (Degree days,) in grids of accumul ated temperatures
computed using Voronoi and p artial thin plate spline methods of interpolation. Degree d ays

computed for calend ar year 1976 over b ase temperatures of 5°, 8.5° and 10°C respect
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Figure 7.10. Estimated accumulation of temperatures (°C) using UK Meteorologica Office
method of degree-days (Anon, 1969) over a base temp erature of 8.5°C in 1976, Vale of York.
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Figure 7.11. Geographical variation in the date by which the 230 accumulated D ay-Degree
threshold (Base 85°C) estimated to be reached throughoutthe Vale of York, 1976

7.4 LODGING RISK
Previous work has shown that the risk of lodging? in wheat crops is related to four criteria

based on rainfall and wind speed all recorded during June, July and August.

The rainfall ciiteria are:

a) The number of days which experience more than 7 mm of precipitation
b) The total amount of minfall recorded forthe three months

The wind speed criteria are:
c) Maximum gust recorded during the three months
d) Awerage wind speed during the same time interval

Usng the InterMet database of daily rainfall (over 2500 locations across the UK) and wind
speed observations (over 500 UK locations) continuous surfaces at 2Km reslution were
created. The greater availability of rainfall data enabled the use of the universal cokriging
interpolation method with station elevation. The wind speed data wasinterpolated usng a
radial bass function, which gave more accurate results for these ciiteria (Figure 7.12). As
four years were available (1998 — 2001) the reaults for each caiteria were averaged and
normalised so that the final imageshad values close to zero for low lodging risk to nearer
one for higher lodging ri sk.

2 Avoidng Lodging in Winter Wheat - practical guidelines. Home Grown Cereals Authority 2005
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Figure 7.12. Lodging riskbased on maximum wind speed gust during June, July and August
(criteria c) b efor e nomalisation.

Each of the scaled images for the wind speed and rainfall criteria were combined to create
two final images of lodging risk —one based on rainfall and the other on wind speed (Figure

7.13).
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Figure 7.13. Combined rain and wind criteriafor lodging risk. Lower values (green) relate to
lower risk

85



8. MODELLING AND INTERPOLATION FRAMEWORK (MIF)

8.1 OUTLINE

This section describes begpoke ftware for space-time modelling; the ‘Modelling and
Interpolation Framework’ (MIF), which was developed for InterMet, by the Universty of
Edinburgh Geography Department. Development of this software capitalised on ex sting
code for modelling and intepolation and made advances in provision of a flexible
environment for developers of dedsion support tools. The software is a key part of the
InterMet delivery architecture (described in Section 9). Comprehensive detail of the MIF
software is available at fom the InterM et website (www.Inte rMet.co.uk).

8.2 BACKGROUND

Despite the number of time-dependent point-based agricultural models and a range of
interpolation software, a flexible generic integrated interpolation and modelling environment
has not previoudy been available, which is able to provide both services for a potentially
wide range of agricultural applications. Many examples exist that demonstrate how
geospatial technologies are being used to construct spatially continuous weather fields (e.g.
Comford, 1999; Hutchinson, 1998; Patterson, 1998). Howewer, focusing in particular upon
the provison of timely, locally relevant meteorological data to dedsion support modules,
these methods are rarely coupled within a modelling environment. Prior to GEO-BUG
(Jarvis 2001) many agiicultural modelling tasks were carried out within a loosely coupled
environment where the user provided the interface between multiple packages for data
management, interpolation and modelling (Figure 8.1). Espedally inthe cass where models
are run over long periods at a daily time step, managing the potentially large volumes of
spatial data aeates a high ovethead and requires large volumes of disk storage in the cas
where data are obtainable. Where data are not obtainable without dgnificant delay, or disk
storage gace is restricted, the applicaions modeller must also both understand and
implement the interpolation process and the final model. Neither option is tenable when
considering interactive agricultural modelling by client users for day-to-day decison support

Point,

source, | Data providers

@ ~a
Run-control (¢ Intemolator ) ... )

«—

|i>| Results

Results
Figure 8.1 Modelling using

based model s and interpolated
meteorological inputdata pre-GEO_BUG

point-
sequ ences of
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8.21 The MIF Framework

The Modelling and Interpolation Framework (MIF) provides sequences of interpolated
meteorological data to pointbased models runs these models, and produces model results
referenced over ime and space. It has been desgned and implemented around a central
framework, which allows the inter-working of model and interpolation algorithms via
compliance with stated intefacing protocols. The frameworkis strucdured ina modular way,
allowing its components to be installed only where and when needed and which offers a
route for effident development and expandon of its capabilities. Users may interact flexibly
with the software as developers, or applied users, through multiple levels of configurable
parameter files. In this sense, the design of MIF aimsto facilitate a shiftaway from using of
stand-alone programs and towards the greater adoption of interacting modules (Figure 8.2),
so that multiple consortium members oould interact in software development and its
application (Mineter et al., 2003).

Point, source, %/ Data providers
MIF Executable  iddaa \

Interface Access fun ctions

—— Interface w
\ 8 Results

Figure 8.2 From stand-alone programs to interacting modules: a cultural shift whereby
interpolation and model components are linked tog ether in one executable image

8.22 Context

The wider uptake of DSS depends upon the availability of a reliable supply of standard agro-
meteorological variablesthat shields the end users from the difficulty of colecting, merging,
fomatting, and error checking data. The need to provide such model input data, and indeed
spatially referenced model results, is the core task of InteMet.

Itis intended that MIF will allow sequences of interpolated meteorological results overtime
to be produced at given points for transnissionto users. Locallyrelevant gridded data from
appropriately merged networks would also provide a unifom base upon which decisions
may be made nationwide. By avoiding the cost overhead of complex sensors, the use of a
variety of dedsion support systems has the potential to become more viable to snall and
lamger enterprises alike. The MIF framework is dedsgned to construct and access thes
meteorological data. Grids for visualisation, on a daily bass if desired, may be exported
usng utiliiesto ArcGIS™ Arc-Info™/Arcview™ giid format (suitable for Intemet Mapper' ™.
Alternatively, MIF fadlitatesthe computation of meteomlogical onthe bass of giid reference.
These data might then be converted within the Internet interface software to the fomats
required by particular agricultural DSS.

Maintaining MIF on a centralised server is crucial, owing to the volume of underlying
meteorological data and the complexity and size of the interpolation framework.
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8.3 SOFTWARE REQUIREMENTS
From the overview and context above (8.2), a list of requirmentsforMIF emerges.

Outputcapabilities:

Grids: the facility should e xist o create both model and input data as grids over time
and space domains

Point runs: ssquences of interpolated inputs and model results should be obtainable
at individual points across the landscape for which no original meteorological
record s exi g;

Assessments of error resulting from the interpolation proce ss are needed.

Processingabilities :

Data collation:

Software should handle data for multiple meteorological variablesthat may not be
observed at the same station locations. (e.g. temperature observations may be
read from other stations, not just tho se observing rainfall)

When the interpolation technique uses data from fixed gridsto refine the estimation
equations (e.g. regression, partial spline with covaiate submodel) corresponding
oollateral information is needed for all locations at which data are to be interpolated
and for which model s are to be run.

Data management:

Because the number of stations reporting data within 24-48 hours in the UK is
relatively sparse, maximum use of available station data isneeded. For each day,
all stations should be inspected and valid records extraded from sitesthat mayal
have null records on some or many days.

Data flow.

Models require times sries of observations for each input meteorological varable,
on a cell-by-cell basis, on every day. The options for managing this hawe
ramifications fordata storage, and runtime: the frameworkmus be able to link and
support the flow of large volume of data between intempolation and modelling
components

More than two variables might be interpolated and passed to a model;

Interpolation requirem ent:

The incorporation of collateral data (such as elevation) to ‘guide’ the interpolation
process (Jarvis & Stuart, 2001a), for example through linear regression or neural
networks. The framework should not need any recom pilation or redevelopment to
incoporate a new oollateral variable.

Muliple interpolators (ordinary kiging, partial thin plate splines, inverse digance
weighting, trend surface analysis) should be impemented s that the accuracy and
robustness of methods can be compared;

Each meteorological variable needed as input to a model should be capable of
being interpolated using a different method;

Each meteorological variable needed should be capable of being interpolated using
a different set of guiding variables (collateral data);

The possibility of automatic or semi-automatic parameter setting for interpolation
methods should be investigated, given the lage volume of data proce ssing involved
in annual runs

General requirements

Modulaiity between units of the software such that modellers and interpolators
within the consortium can progre ssindependently of each other;
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Straightforward linkng with point process models (or multiple linked point-process
models) should be enabled © that new models, or a choice of models, can be
linked with the ramework

8.4 SOFTWARE DEVELOPMENT

MIF, the modelling and interpolation framework designed for InterMet, was developed from
earlier code, Geo-Bug, for integrating interpolation and modelling over time. This earier
code was used to link ped models with sequences of interpolated daily minimum and
maximum temperature data, and output gridded, point sequence and cross-validated error
results forboth interpolated model inputs and model results (Janis, 2001). In relation to the
requirements specified above (Section 8.3) InterMet required similar oufputs, but a
considerable extension of the interpolation capabiliies. Of these, additional flexibility (o
manage multiple input variables and maximise data available for use) and modularity (to
integrate code developed by multiple parties) were parmmount.

Assessing the Geo-Bug code, and leaming from the experience gained in its use, led to the
identification of the requirements for InterMet. In order to achieve the extra processing
flexibility efficiently, a conceptual re-design of the software was required. Figure 83
illustrates how, in general, when software is revised to increase fundionality, beyond a
certain point it becomes more efficient to re-dedgn the underlying approach: indeed the

prototyping approach to software design isbased upon thisconcept. Furthermore, the MIF
code, being developed in the context of a LINK projed will appropriately be used to identify
futher requirements some will be within and some beyond the swope of its present

architecture.

Functionality

e

Effort

— jgion ——>
design

Figure 8.3. The need tore-engineer software

8.41 System Platform and development Language

MIF was witten in FORTRAN and developed to run ona Sun system platform. Sunisa
mem ber of the Foredght LINK consortium. The software language was chosen because it
allowed exploitation of alarge amount of exi sting, workng FORTRAN code written by
Edinburgh-and also from other libraries. Doing otherwi se would have increased the need for
on-going software support effort, and was uled out by timescalesand cost; because it was
lilely to cause confuson and delay from exce ssive software testing. In mostcasesit would
have increased the effortinherent inlinking a newmodel to MIF. While the Java language
has many merits, the be nefits from translating the current MIF code into Java, to fadlitate
integration with the Internet service, are not sufficient to justify the rede velopment work the
task wouldincur. Moreover, such development could lead to a single, unwieldy software
system and duplication of exi sting functional software (see section 9 for further detail).

89



MIF Software design and structure

Figure 8.4 provide s a schematic overview of MIF, focussing in particular on data and
processing components.

Data prep aration

/

Data
ACCAS

Point, source,
/ grid data

Data in memory

Run-
control
naramete

‘ Results

So fiware co mponent (corresponding ones for pre-interpolation and
interpolation)

DATA/CONTROL FLOW
DATA FILE

1040

DATAINWORKING MEMORY

Figure 8.4. Schematic ofthe Modelling and Interpolation Famew ork (MIF) s oftware

The contents of the se basi c software componentsare summarized below.

Data compone nts

The major data used in the software compii se run-invariant data components (point data and
fixed grid data colledions) and un-spedfic data (configuration data and results data).
Run-invariant data

Point data: inputs to interpolation (possibly inputs to several methods— e.g. rainfall
mightinfluence tempMin interpolation in future);

Fixed grid data: used onlyin row-by-rowinterpolation routines.
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Run-specific data
Configuration data:
Run Control Parameters (RCPs) define interpolation methods guiding variables,
dates of run, etc.
Run-Time Parameters (RTPs) held on disk file: spedfy exact options for each
component;
Interpolate d data: used direclly as inputsto a model, or wiitten out for research or
archival purposes.
Model results can be produced as complete grids for spedfied dates, or time
series for specified point (cell)locations.

Proc essing compone nts
The software comprises:

Routines thatcreate and or use data:
Read in fixed giid data (elevation etc)
Read in point data
De-trending (regression, for example)and re4rending.
Pre-intempolation analysis, e.g. variogram generation for some methods. Produces
data specific to both the method and to the variable being interpolated. Used in
interpolation.

Several interpolation components, one per method (krigingetc.)
One model perexecutable, but with makefile optionsfor linking different models.
Write out results for subsequent display/analysis.

Framework that glues the com ponents together:
Reads run-control parameters
Determines proce ssing required from the RCPs: what variable is created/read from
where, used where etc.
Reads point and source data as part of initialisation.
Reads fixed grid data (e.g. elevation of cells)on ow-by-owbass asneeded.
Invoke s other components routines, including their reading of run-time parameters.
ollates'write s out results

Acces s functions, used by the readw rite compone nts.
To read/write data from/to a ‘database’

Miscellaneous functions
For example, to manipulate and validate dates.
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9. INTERMET SERVICE ARCHTECTURE

9.1 OUTLINE

The InterMet system is necessarily large and complex This sction summ ari ses the system
implementation at CSL and gives detail of the technology and methodology used in each of
the stages. The system is described from the perspedive of the data flow used for the MIF
interpolation scheme, which is the most complex scenario. Functionality of the webste is
described from the point of view of maximisng acce ssbility of the data.

9.2 INFRASTRUCTURE DESIGN

The InterMet sydem is made up of a sries of didind modules, each designed to run on a
specific hardware and software platform (Figure 9.1). The major components of the InterMet
system are:

- Microsoft SQL Server. A full enterpri se relational database engine running on
commodity hardware and Windows.

- MIF. Be spoke interpolation software running on Sun Utra Sparc hardware and
Solaris, with the Sun Pro Fortran software.

- ESRI ArcObjects 8.3. GIS object library running on commodity hardware and
Windows.

- ESRI ArcSDE 8.3. GIS databa< interface software running on commodity hardware
and Windows

- Macromedia Coldfusion MX and Apache. Web application and senver software
running on commodity hardware and Linux.

- ESRI ArcIMS 9. GIS map generation software running on comm odity hardware and
Windows

In order to optimize performance and reliability of the InterM et system, open standards were
used wherever possible to integrate these modules When feasible, the individual
components and modules were designed to be mn either interactively or automatically to
provide maximum flexiblity.

Important data are f€ored permanently in a central database, which reduces the amount of
storage required on each of the various servers and provides a single copy of the data for
access in different scenariosand by multiple concurrent users.
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Figure 9.1. CSL InterMet Infrastructure Diagram

9.3 DATA FLOW

9.3.1 Overview

The flow of data though the InterMet system can be summarised as two didind stages,
data input (Figure 9.2) and data output (Figure 9.3).

Data hput:

0 Vaisala send an email to vaisala.datain@cd.gov.uk with the data for ‘today’

0 Aprocessng script insetsthe newdata into the ‘source’ database

0 Acontrol script extracts appropriate data from the ‘source’ database and executes
MIF with it

0 Once MIF execution has completed, the control sciipt sends the interpolated data to
the GIS Application srver

0 ACOM based program, makng heavy use of the ESR ArcObjects library, e xtrads
the interpolated data from the MIF filesand in<ertsit into the ArcSDE geodatabase
‘results

Data Qutput:
0 AColdfuson web application provide s users with aroute to browse the available
data and to request data of edficinterest
o Coldfusion requests ArcIM S to draw a map containing the specific data requested by
theuser
0 ArcIMS requeststhe data from the ArcSDE-enabled ‘results’ database
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0 ArcIMS receivesthe dataand creates an image of the map
o Coldfusion receives the map image and sendsit back to the user

9.3.2 Detail of Data Input Processes

Intermet needs to obtain, collate and store data of diffeent types and from disparate
sources.

gis-sql

Windows ESR ArcSDE

Geodatabase
interface -

SQL Server databases l
( Intermet_source O ( Intermet_resulis O s

\

3 /,4
genservb I gis-app ”/\
I
Sun Solaris Windows ["
ESRI ArcObjects I-/
o E CSL Firewall K

server
4 Micrasoft IS Internet
A

Vaisala

base data suppliers

Figure 9.2. Datalnput process diagram

9.3.3 Email to database importing script

CSL’s email system isrun on a fully standard and open Unix system. Thismakes itvery
straightforward to set up an email address, for which all receipts are directed automatically to
a program.

This processis contmolled bya conventional Bourne shell script and invokesa variety of
other programs (such asmunpack, nawk, cur, etc.) to receive and process the MIME-
encoded email and then im port any attached text filesinto the database.

9.3.4 MIF Conftrol Script
The MIF Control Script was written using PHP programming language, which provide s
several important benefits. Specifically, that the programminglanguage

- ismodemand readily accessible

- isplatform neutral

- hasahuge variety of program librarie savailable
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- requires no extra effort to invoke it either interactively on the ssrver or remotely from
another server

MIF is controlled by writing human readable configuration files, then executing a program
that uses these configuration files. The configuration files are largely stafic, the only
variable s that change are the dates for the data of interest and the filenames to hold the
output, soitisstrmightforward to dynamically create these configuration file sautomatically.

MIF dores its data using an efficient, but inaccessible, litie-endian binary format, which
means that significant efforts were required to translate data into the fomat for MIF to read.
A number of possible solutions were explored but the smplest and mod successful
approach was to write a small program in Java to read the data directly from the database,
usng a standard JDBC interface, and wite it straight into MIF fomat files. Java was chosen
because it allows the progmmmer complete control (unhindered by unexpeded interface
layers), provides a rich varety of programming libraries available, and is platform
independent.

The input vaiiables to the MIF Control Sciipt consist of a starting date and the duration for

which interpolationsare requested. Otherinformation, such asoutput file namesand srver
locations have been hard coded. To make the scenatio as smple as possible and because

there was no reason to arbitrarily limit the model, the data was always interpolated over the
full GB mainland and used all 1180 weather stations asinputs.

For routine operation, the duration is clearly 1 day, but during implementation an initial
backog of data required interpolating in a batch. Experience has repeatedly shown that
attempting to proce ss a full extent of data ina sngle run to be a high riskand poorly scalable
method. The PHP scripttherefore splits up the requeded date range into sections of a given

interval; 5 days by default. Once splitinto batches, itis straightforward to execute multiple
interpolation muns simultaneously, up to the limit of the seiverhardware.

9.3.5 Retum interpolated dafa tothe GIS Applicationserver

Once a particular model run has completed, the data must be retumed to the database for
structured and accessible storage. Attempting to use another sewver to ‘pull’ the files directly
from the filesystem on the Solaris server would have been unnecessarily challenging and
would al so have presnted a classic signalling problem: informing the reque g€ing system that
new data are available.

Because PHP on Unix isused to control the exeaute of the interpolation, there were a wide
variety of options available to transfer the files across. The most appropriate standard
available for transferring a file between servers of differing architecture is HT TP, commonly
used to tander arbitrary files rom servers to web browsing software. The freely available
extendon “HTTP_Request” from the PEARrepositoryhasbeen used by InterMet, to provide
an easy-to-use interface to the HT TP prmotocol.

Given that binary data is base64 encoded prior to tanst using HTTP and that the ssrver
executing the PHP script has obsolete hardware by modem standards, it was important to
minimise the file sizes. The MIF output files are readily compressible by the common ‘zip’
algorithm, achieving ratios of approximately 5 to 1. Sending smaller files over the network
reduces the iisk of unforeseen limitations being encountered, such as smaller than expected
POST buffers on the receiving HT TP server. It al so minimise sthe servermemoly required to
process the request, enhandng scalability.
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9.3.6 Transfering MIF output data into the ArcSDE “ge odafabase”

The MIF output files have a little-endian binary format, which cannot be directly read by
conventional Data Transform and Load tools As part of the MIF delivery package, CSL
received a seriesof macrosthat ran withinthe ESRI ArcMap 8.x environment. The se macros
were written in Visual Basic for Applications (VBA) and translated the MIF output filesinto a
layer within ArcMap for visualisation. By their very nature, these macros were designed to be
run interactively, so work was needed to automate the proce ss.

Asthey shar a common synfax, it was easest to use Visual Basic 6 as a platform to
automate the process. The objective was an easyto use, collection of functionsthat reliably
extract and transform the data into the ArcSDE database. Visual Basc 6 will readily compile
a program in to a Microsoft COM compliant libary without any additional interface
programming, this in tun is easily inwokable from many saipting environments including
VBScript and Active Server Pages (ASP).

The VBA macros were written in broadly a modular form, making it possible to take certain
function sdirectly and put them into the newenvironment as the basisfornewdevelopment.

All the GIS spedfic software being used was provided by the same vendor, ESRI. This
provided an inherent degree of integration between the various components, which would
otherwi se have resulted in a significant amount of development work

CSL’s ownership of an ESRI Arcinfo licence permitsInterMet to use the same ArcObjeds
based environment as the ArcMap scripts, which allows the various ESRI toolsto write data
directly into ArcSDE. This is not possible with the more common ArcView licences, use of
which would have required a more indirect method to be developed forreturning resultsto
the geodatabase.

During development, the ArcObjects library was found to be remarkably unstable and
contained many undocumented and seemingly arbitmry limitations If possible, it is
recommended that a different method, calling the ArcSDE interface librarie s directly, should
be usd for a commerdal InterMet service. For implementation of the InterMet prototype,
reliability was maximised by keeping the amount of data (humber of days) to a minimum
each ime ArcObjectsisinvoked, and by resetting ArcObjects after each run.

The data files were sentfrom the MIF control <cript to the ArcObjects serverusing HTTP,
a straighttorward ASP script was written to receive the transmitted files to the application
servers filesystem. The ASP envionment has limited builtin fundionality, the majority of
implementations use it in conjunction with third-party components to provide features that
developers on other platfom s take for granted. After some research and evaluation, the
StrongCube Upload Component (from strongcube.com) was chosen to handle HTTP file
uploads to the ASP server: because it worled cond stently and did not incur alicence fee.

Once the data files are transfemred, the COM-based importer program is used to read and
interpret the MIF filesand export them to the geodatabase as a full ArcSDE Raster Layer.

A simple web page was created to allow interactive access to the ASP based script if
required.

One restiiction to usng the ESR ArcGIS infrastructure isthat all of the paits of the system
must be from the same version, for example, ArcObjeds 8.3 will not write to ArcSDE 9.
Some time after the 2002 tem perature data was interpolated through MIF and im ported into
the AcSDE geodatabase, CSL, asa matter of course, upgraded its GIS software to version
9.0 and then 9.1. The VBA code that successfully transformed the MIF output into ArcGIS
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Raster Layers usng ArcObjects version 8.x, did not work with version 9, despite claims of
backward compatibiiity fom ESRI. Some effort was devoted to debugging this new scenario,
but no solution was found within the resource available. However, a workable solution is

expected to be achievable during any future development of the InterMet system to provide
a commercial sewice.

9.4 DATA OUTPUTPROCESSES

The provision of a practicable user intefface was a sgnificant requirement part of the
InterMet project. Whilst having a well integrated repository of data covering the whole of
Great Britain for a wide time span is valuable, much of the potential is lost the data are not
readily accessible.

~ Intermet mapping Web server
gis-sql server
Linux
Windows ESRI AcSDE Windows

1_0 Macromedia Coldfusion
Geodatabase | ESRI

SQL Server databases l

( Intermet_source 0 ( Intemet_results O

CSL Firewall K

Integnet

Y

i

Endusers

|

Standard Web Browser
Figure 9.3. Dataoutput process diagram

The development team at CSL has experience, expettise and a well edablished
infrastructure for creating interactive web systems using databases and Macmomedia's
Coldfusion application srver. Design of InterMet websdte involved aoquisition of various
data types from disparate sources and integrating them into a readily accessble system.
The following sub sections describe the systems and infrastructure required to visualis the
InterMet data on a websdte, the defail of the webste functionality is covered el sswhere. For
the purposes of this description, it is assumed that the end useris browsing for interpolated
data for a location of their interest.
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9.41 Data selection

The Coldfusion application srver has full access to the geodatabase, so it is stmightforward
for the InterMet web ste to determine what data isavailable for perusal and to offer the user
appropriate choices.

The InterMet source data are held as mwsin conventional tables, but the interpolated data
are held in a more complex structure. The ArcSDE Raster data structure isreasonably well
defined in tems of which tables hold which data, but the actual pixel values are concealed
from ad-hoc quetries. This means that all requestsforinterpolated data must be sent through
the full suite of ESRI software.

9.42 ArcIMS map

A map was developed to show appropiriate background data from the CSL repository to give
context to the interpolated data. The resolution of the MIF interpolation is 1km, so it was
decided that the closest zoom level (minimum scale) would be the Ordnance Survey
1:50000 map data. The farthest zoom level (maximum scale), and indeed the default, is the
full extent of Great Britain.

Visualising data using a map is alwaysan exercise in balancing information density: maps
containing too much data difficult to comprehend and may also affec the speed of InterMet
processes ArclMS is not good at dynamically scaling some rasterimages beyond a certain
level (due to the resampling method used). Specifically the GB oufline image became
interrupted and unpresentable when drawn asa 300 by 400 pixel image showing the full GB
extent Thisisillustrated below in Figure 9.4.

Figure 9.4. Suboptima resampling method

To workaround this limitation, two new raster layers were developed specifically for the
InterMet map to optimdly represent Great Biitain at large scales (Figure 9.5). The logical
alternative to this approach isto use a Vector outline of the coad, which would display
maximum detail at arbitrary scale lewels, but this has severe performance implications,
taking somewhere between 1 and 1.5 seconds longer to draw a map than with the raster.
Given that the default isto showthe whole of Great Britain, it can be inferred that this will be
a commonly viewed image and should the refore be cached asmuch as possble.
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Figure 9.5. Prerendered small image

Rendering a raster image with real data values for each pixel requires more consderation
than drawing a raster image of a background map. The most popular method of rendering a
range of values for visual interpretationisto us a colour mamp, for tem perature data red and
blue are conventionally recognisable as representing hot and cold, as illudrated by Figure
9.6.

Figure 9.6. Red to Blue colour ramp

The biggest problem with this method of displaying data, is that of mapping numerc
temperature data valuesto ooloursfrom the ramp. Probably the ideal approach to this isthe
Stretch Renderermethod used by ESRI ArcMap in conjunction with ArcSDE. Utimately, the
goal is to digplay data with maximum clarity, which requires the visual contrast between
areas of different temperature should be maximized. This isachieved in ArcMap by taking
some precompiled statigics from ArcSDE and using a distribution to map the values to the
ramp (Figure 9.7).

F .'-:‘. 1

Figure 9.7. Stretch rendered maximumtemperature, 3Jan 2002
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The chief problem with thisapproach is that it is not consistent between different datasets,
the colour that represents one temperature for one day will not necessaiily be the same
temperature for another day. A more fundamental problem with thisapproach is that it isn't
adually possible to define in the ArclMS XML configuration language, the only options are
leaving itas a default greyscale ramp, or to spe cify which temperature values correspond to
which patticular colour.

A method was developed which linearly mapped a range of temperature values against the colour
ramp, this mapping was then statically defined within the ArcIMS XM L map configuraion The
downside to this approach is that colour contrast is not great, mostly becaise, on a given day,
interpol ated temperature does not differ greatly across Great Britain.

The result from using the linear colour scheme to show the data displayed in Figure 9.7 is
illustrated by Figure 9.8.

{

. Edinturgh
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Figure 9.8. Linearly rendered maxtemperature, 3 Jan 2002

9.4.3 ArcIMS and ArcSDE

Communication between the ArcIMS application server and the ArcSDE database serveris
a fundamental piece of functionality of the ESRI software. The primary problem for
developing links between these crucial components of the system was the optimisation of
the number of database connecdtions; inorder to minimise resource s conumed and therefore
maximise scalability.

The IntetMet map draws upon data held in a number of different databases within the
ArcSDE geodatabase to provide the various layers. ArcIMS is sfructured in such a way that
each map service opensa number of conaurrent database connections, as faras ArcSDEis
concemed, these need to be minimised asthere is an upper limit. After some research and
testing, the chosen method wasto spedfya single database connection forthe ArdMS map
and then take advantage of the SQL Server ability to query between different databases.

9.44 Retuming the map image fo the clientPC

After selecting the required data, the ArclMS server renders the map to a standard 8-bit
PNG image file. Thisimage file can either be retumed to Coldfusion so that the main CSL
web servers can serve the image file tothe end user, oritcan save it to the ArdM S server's
filesystem and return a URL to Coldfusion. Thislatter scenario, whilst potentially confusing to
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receive the image from a different server than the main InterMet website, was chosen
because it takes some load from the main CSL web servers.

9.5 WEBSITE DESIGN AND FUNCTIONALITY
The InterMet website isthe primary user interface for the data generated by InterMet and is
intended to showcase various methodsof presenting weatherdata in accessible formats

Design of the interactive website was influenced by two main considerations:
o presentation of the available data
o providing the facility for users to identify geographic areas of intere st

9.5.1 Available data

The InterMet system has two distinct types of data available for use. Time series at fixed
points in space held in the “source” database, and continuous surfaces for a fixed pointin
time, derived by intempolation and held in the “results” database.

9.5.2 Source data

The source data is an amalgamation of the origind data from the InteMet consortium
providers, which combines into a dense coverage of potential data, although not all weather
stations had data present for the purposes of thisproject. Figure 9.9 illustrate s the number
of available weather stationsacross Great Britain:

Stations. 4905 Stations with data. 1180

Figure 9.9. Weather station distribution

It is apparent from Figure 9.9 that some care is needed to allow users to select weather
stations of interest, because the stations with data are too numerous to select efficdently by
name or ID number alone.

It was decided that an interactive map would provide an effident and logical method of
choosng weather stations from the available selection. Coldfusion code was developed,
usng the ArdM S Java API, to allow usrsto pan and zoom the InterMet map. The AcIMS
map used for InterMet has already been discussed, but some additional research was
required to come up with an optimum method of displaying the weather station dots on the
map.
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Ultimately, amaxmum <scale range was required for the weather stations to start appearing
on the map. Ideally, this should be based upon a density function of the number of stations
within the currently viewed area. However, implementation of th's solution would have had
severe performance implications so an acceptable fixed scale wasimposed.

Thisisillustrated in Figure 9.10 foran area between Lancashire and West Yorkshire with 14
vigble stations:
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Figure 9.10. Example of weather station map
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The detail available through the map isprobably sufficient to physically identify the weather
station on the ground, so consideration mud be given to the Data Protection Act. The
primary risk i sthat an individual might be personally identifiable by the geographic location of
a weather station, for example in their back gaden. InteMMet has mitigated this risk by
giving a maximum data accuracy asillustratedin Figure 9.11.

Figure 9.11. Example of maximum defail level
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In addition to panning and zooming the map to browse to a location of interest, there isa
postcode loo kup facility for a user tojump draightto a specific area. Practice has shown that
combination of these two navigation tools provide the quickest means of identifying an area
of intere st

Once the user has navigated to an ara showing the locations of some weather stations,
they need to be able to select a specificone of interest. The obvious choice for thisinterface
isto dick onto a station, represented by a yellow triangular symbol labelled with its name
(Figure 9.10), but thisraisesa number of questions:
0 which part of the identifier doesthe user clickon
0 how accurately mus their dickbe? For example could they dick, say, 5 pixelsaway
from the yellow triangle
o0 whathappens ifa 5 pixel radiusfrom a clickencompasses more than one station?
0 what if a user, understandably, tries to click on a label rather than a triangle? There
isno way usng ArclMS to relate the label to the object as the layout of the labelsis
done dynamically each ime animage is rendered.

Tominimise development effort, this complex issue was avoided completely by simply listing
all the stations in the current map in another area of the website and providing conventional
links for the userto seled from.

Selecting a weather station takes the user to a screen that graphically represents available
variables for a period of time. The user is given the choice to specify a period of time of
interest to them.

9.5.3 Ease of accessibility features

A number of feature s were designed into the websdte to increase its efficiency for users. The
need to repeat a seriesof stepsto get to a known outcome isparticularly annoying, so some
effort was dedicated to remembering user choices and recent selections.

A list of the five stations viewed most recently is maintained for each user session on the
website. The fundion isanonymous, so that usersdo not have to identify themselves to the
system to obtain the benefit. This facility allows a user to rapidly switch between stations of
interest without having to browse to the geographiclocation of them.

The rest of the ‘emembering’ featuresare more permanent, in that they persi¢ information
in database tables. For this reason, the decision was taken to require individual user
registration.

Each registered user is required to log in to the website with an email address and
password. The email address isverified during the regi stration process.

Aregistered userhasthe option to mark a station asbeinga Favourite, thisaddsitto alistin
the same way as the recently viewed stations but has the added advantage that it will be
available between browser sssions The envisaged scenario forthisfeature was that a user
will initially log into the webdte and mark stations of interest. The next time they vi sit the site,
they would be able to revisit those dations quicky, in order to obtain updated data.

Finally, the interactive map screen has an option for a registered user to save a map location
for future reference. Thisis mog useful for the interpolated data, but is equally valid for any
map location. This would allow ausertoimmediately retum to an area of intered, perhapsto
choos from one of many stations.
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9.5.4 Data exporting

One of the original goalsof the InterM et website was to provide a central coordination facility
forthe input and output of data. Output of source data for human interpretation has already
been discussed, but consideration needs to be given to exporting data from the central
repository to arbitrary computer models

Coldfusion is primarily used to generate HTML for interactive web pages, but it is equally
good at outputting in an arbitrary, charader-basd format, such as XML, CSV or PDF.
Bearing this in mind, it follows that it is straightforward to develop a small piece of code that
outputs some data in a pre-spedfied fomat suitable for import into a software model.

For the proof of concept website, two formats are available for the userto download source
data: Micro soft Excel worksheets and the ArableDS shell, which makes data available to DS
tools such asthe Wheat Disease Manager.

To provide access control to potentially large amounts of data, this download facility is
restricted currently to registered users and could be restriced furtherif required.

9.55 Results data

The interpolated data variesby geography rather than by time, so it is easest to visualie
usng a map. Indeed, because the underlying data is stored as an ArcSDE Raster layer it
can only be visualised usng a map.

An interadive map with varying level s of cartographic detail that dlows panning, zooming
and jumping to postcodes has already been deweloped to allow the sledion of weather
stations.

The interpolated data for a sngle variable for a single point in time is represented as a map
layer, which for the production sysem would have numbered in the thousands. For this
reason, it isimpractical to define a map senice for each layer, rather the website should
dynamically display the ap propriate layer based upon the user selection.

ArcIMS has the facility to add arbitrary layers to a given map service when an image is
requested, so the map developed for the weather stations was used asthe bass to display
the interpolated data.

This was a reasonably good approach for general visualization of the data, but using this
approach it was difficult to determine the numeric temperature at a given point. This was

mostly due to the lack of contrast between adjacent colours and the difficulty of matching a
particular shade to the legend by viaual inspection, asillugrated by Figure 9.12.
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Figure9.12 Sub optimal data clarity

To solve thisproblem, an “identify” tool wasto developed, which displays the numeric values

fora given area of interest (Figure 9.13). ArcIMS doesnot provide this functionality and there
was insufficient time available to directly query the ArcSDE database.

ArcIMS does have the ability to retum the numeric value from a raster for one pixel per
request, but it can not perform thisagainst a layer that was dynamically added to the map.
This required that the InteMet website dynamically create an ArcIMS map sewice that
induded the appropriate raster layer. There are several negative implications to taking this
approach, the first isone of scalability. It takes a noticeable amount of time, in the order of
several seconds, to recreate a map sewice, which hasto ocaur each time the user selectsa
different variable or time period to view. Due to the way that ArcIMS works, all other
InterMet maps are unavailable during this recreation process, which sewerely limits the
number of concurrent users.

The other main concem of having the InteiM et website administer the ArclMS server is one
of security. The ArdMS security model is not particuladly granular, it can allow access to
certain map serviceson a per usemame basis but creating and administering the serveris
limited to a single adminidrative username. Whild security is always a concemn when
developing any computer system, extra care was needed to secure access to the ArcIMS
administrative functions.
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The final solution to this issue was to combine both; dynamically ovedaying the data and
dynamically creating a map senice for the data. Thisis represented to the end user with the
interface of enabling and disabling the “identify’ tool, which defaultsto disabled. This seems
to work reasonably well, butis not consdered to be an optimal solution.

Figure 9.13. lllustration of an identified max temperature

9.6 FUTURE DEVELOPMENTS

During the development process, several good ideas had to be discarded due tolack of time
and resource. They are all technically possible and would all add value to the InterMet
system, whetherimproving an existing interface to the data orcreating a newinte rface.

9.6.1 Extracting time series from a pointininterpolated s pace
The full drcle for the centrally stored InterMet data would be to use the values from the
interpolated surfacesto create time series of data for an arbitrary point in space, which could

then be exported to computer modelsin the same way as data from the weather stations.
For this to be practical, a process would need to be deweloped for Coldfusion to

systematically query the ArcSDE raster data directly and save that to new tables. To avoid

unnecessary quantites of data being stored, this would have to be an offline process
whereby a user spedfiesa new point of intere st and asks the system to prepare the data.

9.6.2 End-useralerting

If this system were to be used in a fullylive environment, with data routinely arriving into the
database, end users would want to know when new data of interest becomes available.
Sending an email is completely draightforward, but usng mobile phone text messages
should al 0 be considered as an option forusers.

9.6.3 Displaying interpolatedtemp for the given area.

The current colour based repre sntation of temperature for a given areais not ideally suited
for all cases. It gives a good ilustration for large geographic areas, but loses acauracy in
smaller areas. The current point identify tool is useful, but a numeric table or grid of data
should be considered for the future. This would also require Coldfuson to direclly quety the
ArcSDE raster data and could be displayed as a continually changing number as a user
moves the pointer over the map.
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9.7 CONCLUSION
The InterMet sydem asdeweloped so far has proved that delivery, of weather data needed

toinform decision support system s, viaa web-based portal istechnically possible and could
achiewe the stated aims.

The development outlined above relies heavily upon the established proprietary GIS
infrastructure and datasets available at CSL. Whil ¢ it would have been possible to develop a
new infrastructure espedally for the InterMet project, it would have taken much longer to
implement. The overall cod might have been comparable, as there are many open-source
and free GIS software packages available (http:/openmap.bbn.com,
htip://www.opengis.org/), which would replace the expensive ESRI applications. However,
other costs would be similar, because the serversthat manage the system are based upon
commodity hardware.
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10. BUSINESS PLAN FORINTERMET
10.1 OUTLINE

This section proposes the establishment of a oooperative network of meteorological
stations to service agri-envionmentneeds. Thisisnecessarybecause the supply of data
from exising networks is prohibitively expendve for many research users or for those
who wish to acoount for weather variation in their decison making, for example when
deciding whether pesticide freatments are needed. The ction outlinesa business case
predicated on the idea of using the database architectures developed for InterMet to
provide low cost access to weather data. Initially the service would only provide
measurements from the meteorological stations forming the network. Once the
cooperative networkis established and growing, the interpolation methodologies could be
inroduced: to offer data at user specified points by surface interpolation at appropriate
grid scales (determined in Sedtions 46). We assume that the cost of edablishing the
core network will be borme by a key stakeholder, perhaps most obviously by Defra.
However, recent recommendations from the “Review of the Agricultural and Horticultural
Levy Bodies” published by Defra (11 November, 2005) highlight the need to promote
common working across the levy bodies. The ad hoc oollection, purchase and use of
weather data for farming and environmental applications would dearly benefit fom more
coordinated management and it might be argued that this fits neatly with the remit of the
lewy bodies (or the proposed SectorCos). Support and adoption of the proposed network
would reduce duplication and thus costs and lead to wider availability and accessibility of
high quality weatherdata forfarming. The justification for thisis detailed below.

10.2 DESCRIPTIONOF THE PROBLEM

The InterMet project has striven to develop technologies to collate, store, enhance by
interpolation and didribute weather data, predominantly for the farming industry. Whilst
the pojed has demondrated proof of concept for the technologies employed, it has
encountered two significant barriers to implementing a commercial srvice using the
model envisaged at the dart of the work

1.  The availability and uptake of DS tool shas not grown as e xpected, so a market
place forthe sale of weather dataisnot yet established. Moreover the industry
remainsbroadly sceptical of the benefits of such systems.

2. The costof weather data from exi ding meteorological networksis much greater
than could be recouped by a resale service, which aimsto add value usng the
methodsdeveloped forInterMet.

These barriers are likely to prevent the achievement of a sustainable service using the
commercial model envisaged originally for InteMet In addition, the work has also
identified a number of other i ssue s expected to compromise the quality of a senice basd
on the existing networks:

. Exiging meteorological networks were not developed to senice agii-environment
needs but to make long range weather forecasts

) Many of the recording stations within exi ding networks do not report quicky enough
to srvice the needs of agri-environment applications, nor do they record all of the
variables that are often needed.

. Data quality fom existing networks is highly variable (at individual stations and
across sites). The best data tend to come from thos stes needed for national
weather forecasting and include airfield, coastal and hill top locations. Howewer,
thee key stations are genenally located away from areas that are important for
more specific agrienvironment applications such as for example, the development
and implementation of dedsion support sysems designed to facilitate more
sustainable agri-environment management practicesin arable and other crops
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An alternative business model has been formulated that aims to address the problems
identified above, so that the technologie s and approaches developed for InterMet can be
exploited widely and cost effedively for farming and environmental applications. The
alternative model plans to:

Establish a selffinancing network of electronic weather obsewing stations
concenfrated across the major arable areas of England and Wales.

Exploit existing database and Intemet technologies developed by CSL; for
collecting, managing, summarising and delivering meteorological data.

Retiieve obsewations from the network daily by automatic methods, check for
errors and store data centrally to allow web-based access for stakeholders, data
providers and customers.

Expand the network by inviting third parties with exisiing weather stations to add
their data in retum for free access to processed summaries and/or to the wider
network at reduced cost.

Provide access to the weather data, priced at a level that ensures cost recovery for
maintaining the network Any sumpluswill be invested in improving the network.

In order to achieve the se goal s the business plan aimsto:

10.3

Deliver a network of weather stations that provide hourly records of important
variables within 12 hours of collection with access to raw data and summarissd

information as required;

Provide an opportunity for the agricultural industry to ewlve a large network of
weather stations that is operated on a cooperative principle;

Use existing infrastructures and technologies, developed by InterMet, to host the
storage and di ssemination of the data;

Integrate into the network a database for all meteomlogical sensors and data-
logging equipment purchased by sponsors of the core network.

BENEFATS

Purchadng data from existing commerdal networks is prohibitively expensive for
many research and crop management applicatons For example, CSL has been
quoted £15k per annum for access to daily summaries of a limited number of
variables from a network of around 100 UK Met Office stations. Thes costs more
than double if any commercial use of the data is planned. Simiar data obtained
from the Vaisala roaddde network costs approximately £40k per year. In addition,
none of the existing commerdally acce ssble or government—funded meteorological
networks were developed to service agri-environment needs.

All users of meteorological records will benefit from the supply of accurate, up to
date weather records, collected to senice agri-environment applications, at low
cost. A wide range of Depariments and Agencies of Defra (induding CSL, VLA and
Cefas), fam businesses, Universities, agricultural and environmental research
organi sations, would benéefit from contributing to the network and usng the data.
Participation in the network will provide the following benefits:

10.3.1 Contributors of data

e Professional management and archiving of data from their station(s). This
includes immediate error checkng routines which will provide timely
identification and warning of malfunctioning equipment;

e Access to data from nominated stations within the network (depending upon
the amount of data contibuted). Apart from its application to decision
making, this data will provide a valuable backup for failures in their own
equipment;

109



¢ Rapid provison of data derived from their weather dation measurement, for
example weekly accumulated tem peratures;

e Provision of data summarized and formatted for use within dedsion support
systems;

10.3.2 Clients purchasing data

e Greater availability of meteorological data that is affordable and relevant to
agri-environment applications such as decision support, scil erosion, nitrate
leaching and pesticide mun-off;

10.3.3 Sponsors of the infrastructure

More efficient coordination of their oollection, purchase and use of weather data
within the sponsoiing organizations and across the projeds it funds with all
contractors;

Provision of appropiiate weather data to support research and monitoring adivities;
Demonstrating leadership and commitment to ensuring that infrastructures are in
place to support achievement of policy objectives;

Ensuring that appropriate data are available to support dedsion-making, which
quantifies and responds to riskap pro priately;

Ownership of the ocore network and the data collected will compriee a valuable
busine ss and research resource for the sponsrs;

Trackng new and existing weather equipment through their lifespan, using the
proposed database, will reduce wasteful purchase of duplicate equipment;

Efficiency gainsfrom storing, managing and accessing weather data through a single
dedicated system.

10.4 CRITERIAFORSUCCESS

Development and growth of the network could be monitored against sx primary criteria for
success

Initial weather station network automatically reports hourly observations each day;
Industry stakeholdersjoin the network with their own stations;

Data supplied by the network used across the activities of Defra and its Agencies;
Data being used by research groups for crop and environmental sience studies;
Data being used y the farming indudry to run decison suppott systems;

Revenue sufficient to maintain and im prove the network in subsequent years

ook wh =

10.5 RISKS AND OPPORTUNITIES

Complete success in developing a national cooperative network of weather stations
depends upon the agrienvironment indugry embradng the idea that it can supply its
growing need for weather data by shaing and exploiting existing resources. Facilitating
the development of this new cooperative infrastructure will require ¢rong leadership and
evidence of commitment from at least one major sponsor. Barriers to fulfilment of the
project vison and our plansfor managing them are examinedin Table 10.11.
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Table 10.1. Risks to the establishment of a sustainable c ooperafive netw ork of

weather stations

Risk Likelihood How can we preventit? W hat will we do if it
happens ?
Other organisations Medium W e have already approached | The value of the network
will nat participate. key decision makers in increases with density.
potentidly interested Howev er, the core network
organisations (e.g., Scattish will be focussed on areas of
Crop Research Institute, KG | significant importance for
Fruit Ltd., Plantsystems Ltd.) | arable crop research and wil
and all have pledged their have vaue at that scale (see
support in principle (See Annrex).
Section 10).
Ahighintellectual Medium Wi ithout large quantities of If a significant proportion of
property (IP) value datathe value from each potentia contributors
is placed on the station is small. If the demand payment to
data ‘of fered by the network is successful participate, we will reviewthe
other organis ations contributors will benefit from | proposed price structure.
orindividuals. opportunities for research And also consider assuming
and services that wil responsibility for all basic
genrerate greater revenues maintenance of all stations in
than any notiond IP value the network. However,
given todata from any making significant pay ments
individual (or group) of to data providers would
stations. reduce our opportunities for
reinvestment in the network.
Operators of large Medium The cooperative network is Reduction in the price of
existing networks targeted to serve a sector weat her data by existing
view the that is not currently seen as suppliers would be a positive
cooperative an important market for outcome of this initiative.
initiative as athreat existing networks. We will The cooperative network
and introduce an emphasize our intention to would still have relevance
aggressive pricing deliver datathat are andvalue because of its
strategy . appropriate for agri- provision and frequent
environment applications. reporting and of variables nat
currently available.
The network grows Low Plan for phasedincrements If requests tojointhe network
too quickly and in network size with sites are enormously above the
data located optimally at each current infrastructure
storage/ access stage. Follow good progect capabilities we will analyse
becomes a planning principles. which sectors of industry are
problem. represented and determine
whet her supporting
infrastructure costs could be
paid by asscciated levy
bodies, NGOs orcommercid
organizations.
Weather stations Low One of the new stations will Replace faulty
are damaged or be kept as aspare. Faiures | station/sensors as quickly as
stop working. are most likely to be singe possible with s pare
sens ors rather than the entire | component. Repair and
station. A regular maintenance costs are
maintenance cycle will be estimated inthe annual
established. budget.
Storage and access Low All incoming data are stored | Backup sy stem will function

systems at CSL fail.

on RAID (automatic copying
across multiple hard disks)
enabled storage sy stem so
hard disk failure will not
result indata loss.

as normal until primary
sy stem can be replaced.
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10.6 IMPLEMENTATION INYEAR1

Month 01: Complete projed plan with milestones and gate reviews for
presentation to the Challenge Fund team.
Month 02; Procure and begin installation of weather station equipment at rate

of five staionseach month.
Appoint a steering com mittee of industry stakeholders.

Month 06: Data from first weather stationsreceived. Error checkng, database
design and access system development.

Month 07: Build up number of core dations and begin attracting additional
members.

Month 09; Launch web dte to access data.

Month 12 Dem onstrate effectiveness of network to potential partners

10.7 LOCATION OF CORE NETWORK STATIONS

Usng the locations of growers/crop consultants who used the Wheat Disease Manager
Module of ArmableDS?® in 2004, a density analysis was used to identify the most efficient
locations for weather stations (see Section 6.5 for more detail). This group of eady-
adopters are also likely to use the other DS tools under development for arable
production, which are planned for launch during the next 12 — 36 months. The ArableDS
community provide an ideal group of customers to target in the first phase of network
development. The densdty analysis shows that these usersare located across the main
areas for ceral, oilseed rape and potato produdion. Therefore the core network will
have immediate value to crop research and management on these crops. Members of
the Association of Independent Crop Consultants (AICC) will be approached to
recommend growers who would be willing to hosta weather station on theirland in retumn
forfree access to the data it recorded.

10.8 RESOURCES AND COSTS

The total costs for establishing the basic netw ork is £241,7 52 (assuming
e dablishment during 2005/06 ).

These costs compri s the capital cost of the core network plusthe operational and staff
costs.

10.8.1 Capital cost of meteorological e quipment for core network

We suggest developing the core network by purchasing 25 new stations (Table 10.2) and
upgrading 25 existing stations (Table 10.3). Upgraded gations will have a minimum set
of meteomlogical sensors; allowing measurement of wind speed, rainfall, airtempenature,
relative humidity and total solarenergy.

’ The Wheat Discase Manager (WDM) is a decision support tool to help crop managers account
approprately to disease risk when making decisions about pesticide treatment. Uptake o f'the system would
lead to an overall reduction in the amount of pesticides applied to wheat. Up to date weather data are needed
to run WDM. The system was developed through finding fom Defa and the Home-Grown Cereals
Authority.
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Table 10.2. Estimated cost for 25 stations from prefemred s upplier (Delta-T Devices,
Cam bridge ) discounted at17.5%

Unit price (£) Net  Amount
®

Descripfion

Dataloggers, internal memory expansion, station

masts, secure  enclosures, solar  energy 3,081 59,979
rechargeable battery power system.

Self contained, solar powered GSM
communications sygem.

Meteorological £nsors:

wind direction, wind speed, rainfall, total solar
energy, photosynthetic active radiation, soil 2,594 53,502
temperature (10 & 30cm depth) airtemperature,

relative humidity and surface wetness.

Sub-total 122,556

440 9,075

Table 10.3. Cost of upgrading 25 existing Delta-T weather stations to rem ote data
access via GSM cellular phone netw ork, also discountedat 17.5%.

Description Unit price (E)  Net Amount (£)

Solarpowered GSM communication system,

1,315 27,122
rechargeable battery, secure enclosure.
Sub-total (Table 10.2 +10.3) 149,678
VAT@17.5% 26,194
Total for new _equipment 175,872

10.8.2 Operational & Staff Costs
The costs required to develop and operate the cooperative network in the fird year are
shownin Table 10.4.

Table 10.4. Operational and staff costs for Challenge Fund financial year 2005/06.

Netw ork establishme nt software developmentandweb design Days Cost (£)

Contract and IP issues arrangement 12 7,588
Project management, marketing and publidty 35 12,429
Scripting software to get data from loggersinto database 14 5,243
Sufficient disk storage hardware 2,000
Average installation costs for new stationsincluding T&S @ £400 per 10,000
station

Awerage installation cods for upgraded stations induding T&S @ 5,000
£200 per station

Develop web interface 15 3,135
Online payment system 4 1,838
Monthly charge for 50 SIMM cads @ £268.50 each 3,222
Daily call charge sassuming 2 minutes per weather station @ 4.5p 1,643
minute which equates to £4.50 perday

Network monitoring and software systems maintenance 30 13,782
Total 65,880
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10.8.3 Funding beyond the establishment year

The network will continue to expand and be selffunding through revenue obtained:
o From annual subsciiption fee for users supplying data into the system
o The sale of datato usersthat do not contiibute any data

The aubscription fee is based on a diding scale depending on the amount of data
contributed (Table 10.5). Thus, the annual fee for owners of smaller networks is
proportional to how much data they wish to contribute. For larger organisations the
annual fee reduces as more data are contributed to ad as an inducement fo join the
cooperative with more than the minimum number of staions required to gain access to
the entire network

Table 10.5. Proposed charging scheme

User Annual Meteorol ogic al Stations Total no. of
Group Subscription _ Accessible stations
Contributed available to
ne tw ork
members
N Nominated .
‘Smal’ < 6 £80 0 Stns. As required
. £50 1 2 3
contributed £100 2 4 6
stations £150 3 6 9
£200 4 8 12
£250 5 10 15
‘Large’ > 5 £1,000 Upto10
contributed £600 Up to 15
stations Entire network
£400 Up to20

®The costforeach nominated station is£80 per annum fornon contributors.

Growers, advisors, researchers and other intere sted parties who are unable to contribute
data to the network will be able to buy readings fom asmany dationsas they need. In
the first year we expect to attract at least 200 data access payments based on interest
expressed by the arable, horticultural, research and consultant communities. This would
generate revenue of £16,000 to be set aside as a contingency fund for unfore seen costs.
In subsequent years, we exped to have at least 400 data access payments generating
around £30,000 per annum. These monies are sufficient to cover staff running costs
(Table 10.6) and networkmaintenance (Table 10.7).

Table 10.6. Annual staff c osts for m onitoring and advertising the netw ork

Activity Days Cost £

Project management 3 1,379
Integration of different weather station types 3 1,124
Network monitoring and software systems maintenance 6 2,757
Marketing & publicity 6 1,662
Total 6,922

Weather station maintenance and sensor recalibration costs are based on advice from
Delta-T and our experience with existing equipment. Warranty period is one year from
station indallation.
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Table 10.7. Costs for maintaining the core network

De scription Unit price/£ Net Amount/£
Three year cycle foreach station’s sensor 1220.00 9 760
recalibration, eight dationseach year. e ’
Average dismantling, tran sportation and re- 500.00 4000
installation costs per station. ’
Sub total 13,760
Total 20,682

The spare weather dation will act as a replacement during recalibration and maintenance
works on the oore network stations estimated to take 7 — 10 days per dation.
Omanisations and individuals contributing data, from their weather stations into the
cooperative network, will continue to pay their sewvicing and sensor recalibration charges
asnomal.

InterMet would dedicate effort to engaging other UK funding bodies to patticipate in the
development of the network In particular, a key target would be to present and
demonstrate the concept to key individuals in the Welsh Assembly, DARDN, SASA and

the Soottish exe autive.

The proposed business model is innovative in providing a cost effective, demand-led
route to establish a begoke agri-environment meteorological network for England and
Wales Demonstration of success in the first year would be used to foster wider
participation to produce a tuly national agri-envionment meteorological network that is
selffinancng and that evolves and grows acoording to need. Funding this initiative will
edablish a route for sponsoring stakeholders to take control of their potential resources,
to underpin the delivery of palicy objectives and to foster a new paradigm for data
provison for themselves and across the wider industry. No other sources of equivalent
weather information are available for agri-environment applications. Hence the project
supports Defra’s capacity to deliverby:

o0 Demonstrating leadership;

o0 Re-shaping the management and delivery of a key data resource;

o Focussing that delivery to intemal and external customersand partners.

The technologies needed to deliver the vision are in place at CSL, exploiting these will
improve efficiency and value formoney by:
o Usingtechnology to do more;
o Developing a new corporate service that delivers access to high quality weather
data;
0 Reducing the cost of weather data.

Stakeholder sponsorship is needed to develop the proposed business model, edablish
the minimum infrastructure needed, and provide impetus for growing the cooperative
business with industry.

Knowledge of weather variation is crucial to many of the strategic priorities common to
rescarch funders dimate change & energy, sustainable production & consumption,
natural resource protection, and a sustainable farming and food sector. The business
model proposed here recognises the importance of obtaining high quality, relevant
weather data for thes tasksand sets out a visonto deliver this by partnersip with other
stakeholders. The establishment of a dedicated agri-envimnment focussed weather-
monitoring network would be a bold and popular achievement. For UK farming to achieve
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the objedives of sustainability and practical environmental management, will require
stong leadership and com mitment to ensuring that affordable tool s are in place to support
rese arch, uptake and delivery.

10.9 SUPPORTFOR THE CONCEPT

Toinform the devdopment of the business model opinion has been canvassed from across the agri-
environment industry (research, levy bodies, growers, crop consultants, supply chain) There is

wide agreement about the scale of the problem and the mernt of the solution planned. Those
consulted and who have pledged suppart in principle include:

Public sectorresearch
o Scottish Crop Research Institute

Levy body
0 The Home-Grown Cereals Authorty

Private sector research
o Velcourt Ltd
o The Arable Group

Crop Consulfants
o The Association of Independent Crop Consul tants
o Plantsystems Ltd.

Grow ers
o H Duncalfe, Maltmas F arm, Wisbech

Markefing
o KG Fruits Ltd
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1. GLOSSARY

Apache
Afreely available and open-source web sewver. http://httpd. apache .org/

Arc GIS
A powerful and open ended Desktop GIS software, written by ESRI. Available in one of
three distinct tiersof fundionality, ArcView, ArcEditor and Arclnfo.

ArcIMS
Server software aimed at making GIS data readily available to intemet clients

Arcinfo
The highest functionality tierof ArcGIS De sktop and the most expensve.

ArcM ap
One part of the ArcGIS Deskiop software suite, allowsthe user to interactively visualise
data on amap.

ArcObjects
The underlying software library that the m agjority of the ESRI Arc software family is ba sed

upon.

Arc SDE
The ESRI Spatial Database Engine. Thisads as an interface between a standad
relational database engine and the ESRI Arc software family.

ArcView
The lowe g functionality tier of ArcGIS De sktop, the cheape st and therefore the mog
common.

ASP

Adive Server Pages. A Micro soft technology for writing saipt based web pages, works on
a prindple of minimd built-in functionality so iscommonly used with a variety of third party
software.

Bourne Shell
Afully standard scripting language, commonly used for automating tasks on UNIX.

Coldfusion
Arichly functional web scripting language published by M acromedia. Allowsthe rapid
development of fully featured web applicationsand is readily extensible using Java.

com
A component software architecture from Microsoft, which defines a structure for building
program mutines (objects) that can be called up and exe cuted in a Windows environment.

ESRI
Environmental System s Resarch Institute. A commercial provider of GIS software.
http://www. e sri.com/

Field Capacity
The amount of water left in the sail after it has been saturated and allowed to drain by
gravity for24 hours.
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GIS
Geographic Information System. An umbrella term forany system that managesdata ina
geographic context.

HTTP
Hypertext T ran sfer Protocol. A protocol used to reque st and tansmitfiles espedally web

pagesand web page components, overthe Interet orother computer network.
(answers.com)

s
Intemnet Information Senices. The Microsoft web srver software.

Java
A platform independent object-oriented programming language developed and controlled

by Sun Microsystems. http:/java. sun.com/

JDBC
Java DataBase Connection. A dgandard forconnecting to relational database engines
within the Java environment.

Layer

The visual repre £ ntation of a geographic datasetin any digital map environment.
Conceptually, a layeris a dlice or stratum of the geographic reality in a particulararea,
and ismore or less equivalent to a legend item on a papermap. On aroad map, for
example, roads, national parks, political boundaries and rivers are exam ple sof differe nt
layers

MIF

Modelling and Interpolation Framework Fortran based interpolation software that runson
Sparc-based UNIX com puters fom Sun Microsystem s Provided by Institute of
Geography, University of Edinburgh as part of the Foresight Linkproject.

Meteorological Office Rainfall and Evaporation Calculation System -MORECS
A long-standing UKMO sewice providing reliable UK-wide assessment of general soil
moisture status at daily, 40 km resolution.

Meteorological Office Surface Exchange System - MOSES
Real time UKMO soil surface modelling system produdng estimates of soil moisture
deficit and run-off at hourly, 5 km resolution.

NSRI
National Soil Re ources Institute

PHP
PHP Hypertext Pre-processor. A widely-used generalpurpose cross-platform scripting
language thatis especially aiited for Web development. http:/www.php.net/

Ras ter
A spatial data model that defines space as an array of equally sized cellsarranged in
rows and columns. Each cell contains an attribute value and location coordinates.

A good e xample of a Rastermap isthe Ordnance SureyLand ranger series

Smith Period

Two consecutive days ending at 0900 when the minimum tempenrature neverfalls below
10°C andthe RHisabove 90% for at least 11 hourson each day. Used for predicting
whether conditions favour development of potato blight epidemics Smith LP, Plant
Pathology 5, 83-87, 1956.
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Soil Moisture
The total amount of water, including the water vapour, in an unsaturated soil.

Soil Moisture Deficit
The difference between the amount of water present in the soil and the maximum am ount

of water that the soil can hold (the field capa city).

Soil Series
The basic soil types mapped on NSRI soil maps, there are 725 currently defined across
England and Wales.

SQL Server
A standad relational database engine, provided by Micro soft

(http://www.microsoft.com/sql/)

UKMO
United Kingdom Meteorological Office.

VBA
Visual Basic for Applications A subset of Visual Basicthat providesa common language
forcustomizing Microsoft applications.

Vector

A coordinate-based data model that repre sentsgeographic features as points, lines, and
polygons. Attibute s are associated with each feature, as opposed to a raster data model,
which associatesattibutes with grid cell s.

Visual Basic
A general pumpose programminglanguage developed by Micro soft.

Wheat Disease Manager (WDM)

A decision support tool to help crop managers account appropriately to disease risk when
making decisions about pesticide treatment Uptake of the system would lead to an
owverall reduction in the amount of pestiddes applied to wheat. Up to date weather data
are needed to un WDM. The system wasdeweloped through funding from Defra and the
Hom e-Grown Cereals Authority.
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12, PUBLICATIONS

Publications by researchersassociated with the projed, including continuing or further
related research beyond the period of the project.

Refereed Journal Articles

Baker, R.H.A,, Sansford, C.E., Jarvis, C.H., Cannon. RJ.C,, MacLeod, A Walters, K F.A
(2000) The role of dimate mapping in predicting the potential distribution of non-

indigenouspesds under current and future climates. Agriculture, Ecosygsemsand
Environment 82, 57-71

Jarvis C.H. and Baker, RHA (2001a) Risk assessnent for non-indigenous pests: 1
Mapping the outputs of phenology models to assess the li kelihood of establishment.
Diversity and Distributions7, 223-235.

Jarvis C.H. and Baker, RHA (2001b) Risk assesanent for non-indigenous pests: 2
Accounting for inter-year dim ate variability. Diversity and Distributions 7, 237-24 8.

Jarvis C.H. and Collier, R.H. (2002) Evaluating an interpolation approach formodelling
spatial variability in pes development Bulletin of Entomological Research, 92,219
232.

Jarvis C.H. and Stuart, N., 2001a)A com parion between strategies forinterpolating
maximum and minimum daily air tem peratures: a. The seledion of guiding
topographicand land cover variables. Journal of Applied M eteorology 40, 1060-
1074.

Jarvis C.H. and Stuart, N., 2001b)A com parion between strategies forinterpolating
maximum and minimum daily air tem peratures: b. The interaction between number
of guiding variablesand the type of interpolation method. Journal of Applied
Meteorology 40, 1075-1084.

Jarvis C.H. and Stuart, N., 2001 c) Acoounting forerror when modelling with time-series
data: edimating the ri sk of crop peststhroughout the year. Transadionsin GIS 5,
327-343.

Jarvis C.H., 2001) GEO_BUG: A geographical modelling environment for assessing the
likelihood of pest development. Environmental Modelling and Software 16, 739-751.

Jarvis C.H., Baker, RHA. and Momgan, D. (2003)Assessing the im pact of interpolated
daily temperature data on landscape-wide predictions of pe st phenology.
Agriculture, Ecosysemsand Environment, 94, 169-181.

Jarvis C.H., Stuart, N. and Hms, M., (2002) Towards a British fram ework for enhanced
availability and value of agrometeorological data. Applied Geography, 22, 157-174.

Jarvis C.H., Stuart, N,, Cooper, W. (2003 ) Infomefric and statistical diagnostics to provide
artificially-intelligent support for spatial analyss: the example of interpolation,
Intemational Journal of Geographical Information Sdence, (6) 495-516.

Luo, W., Taylor, M. C, Parker, S. R A compaiison of spatial interpolation methodsto
estimate continuous wind speed surfacesusing irregulary distributed wind speed
and direction data from the United Kingdom. Agiicultural and Fore st Meteorologyin
press.

Mineter, M.J,, Jawis, C.H. and Dowers, S. (2003) From stand-alone programs toward s
services and components: a case study in agricultural modelling with interpolated
dimate data. Environmental Modelling and Software, 18, 379-391.

Rigol, J.P., Jarvig C.H. and Stuart, N. 2001) Artificial neural networks as a tool for patial
intempolation. Interational Journal of Geographical Information Science 15, 323-343

Stuart, N., Jarvis, C.H (2004) Estimating daily predpitation for England and Wale s using
splines with collateral topographic and radardata sets, In Proceedingsof the
Intemational Conference on GIS and Remote Sensing in Hydrology, Water
Re source s & Environment, Yichang, China. Institute of Hydrological Sdences,
Publication No. 289, IAHS Press, 378-385.
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Conference Proceedings

Colley, M., Jarvis C.H. (2002) Conditional simulation of monthly temperature surfaces
using simulated annealing. In Proceedings of GISRUK'2002, April 2002, University
of Sheffield.

Cooper, W., Jarvis, C.H. (2002) A Java-based intelligent advisoor for ®leciing a conte xt-
appropriate spatial interpolation algorithm, Pro ceedingsof GISRUK?2002, Sheffield..

Jarvis C.H. (2002) Evaluating vi sualisations of spatial error: ataxonomic approach, 5th
Intemational Sym posium on Spatial Accuracy Assessment in Natural Resources
and Environmental Sciences, Melboumne, Australia; 357-364.

Jarvis C.H. (2002) Insed phenology: a spatial perspedive, Proceedings of the workshop
'Modelling phenology and seasonality, Freising, Gemany. European Phenology
Network

Jarvis C.H. (2003) Building bridge sIn Intedi sdplinary agro-climatological research: the
possbilitiesand challenges of e-scence technologies for sharing data and
knowledge. Proce edings of the workshop 'Agriculture, climate change and economic
consquences’

Jarvis C.H. and Stuart, N., 2000) Uncertaintiesin modeliing with time serie s data:
estimating the risks posed by crop pests. 4th Intemational Conference on Integrating
GIS and Environmental Modeling (GIS/EM4), Banff, Canada: CD-ROM.

Jarvis C.H., 2000) Towards more integrated agricultural decision support systems:
stream lining the proce ssing and availability of meteorological data through the use
of GIS and Intemet te chnologie s. 3nd European Conference on Applied
Climatology, PISA, Italy; CD-ROM.

Jarvis C.H., Cooper, W. and Stuart, N., (2001) Infometric and stati stical diagnodicsto
support an intelligent approach to interpolation. 4th Inte mational Conference of
GeoComputation, University of Queensland, Bri sbane: CD-ROM.

Jarvis C.H., Mineter, M J. and Stuart, N. (2001) Com putational sdence drategiesto
supportinteractive agricultural modelling for dayto-day decision support. 3rd
Intemational Conference on Geo gatial Information in Agriculture and Forestry,
Denver, Colorado: CD-ROM.

Stuart, N., Jarvis, C.H (2003) Estimating daily predpitation for England and Wale s using
splines with collateral topographic and radardata sets, In Proceedingsof the
Intemational Conference on GIS and Remote Sensing in Hydrology, Water
Re source s & Environment, Yichang, China

Taylor, M. C. (2004 ) Weather and forecasts of late blight from your local weath er station:
isit worth doing fancy interpolations or can you just use the neare st one for
guidance on your spray decisions? Proccedingsof the eighth workshop ofa
Europe an networkfor development of an integrated control strategy of potato late
blight, Jersey. Applied Plant Research, 35-43.

Taylor, M. C., Hardwick, N. V., Bradshaw, N. J. (2002) Spatially interpolated Smith
Periodsand blight outbreak datesin the UK, 1998-2002. Proceedings of the
Seventh Workshop of a European network for development of an integrated control
strategy of potato late blight, Poznan. Applied Plant Re arch, 105-120.

Chapters in Books

Donaldson, C.J. (2005) Intempolating daily rainfall: a com pari son of g eo stati stical
appmaches. Unpubl. Dissertation submitted for the MScin Geographical Information
Science, Institute of Geography, University of Edinburgh.

Glover, S. (2002) User Centered Design: Communicating the Outputsof Spatial Modelsto
Support Pest Management over the Word Wide Web, Unpubl. Dissertation
submitted for the MScin Geographical Information Science, Department of
Geography, University of Edinburgh.

Jarvis C.H., Stuart, N., Morgan, D, Baker, R.HA (1999). To interpolate and thence to
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Infrastructure s with Geographical Inform ation Technology. London, Taylor &
Francis. Reports and Theses

Luo, W. (2004) Spatial interpolation for wind data in England and Wales. Unpubl.
Di ssertation submitted forM Scin Data Analysi s, Networks and non-linear
Dynamics, Department of Mathematics, University of York.
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